a2 United States Patent
Takahashi

US009291450B2

US 9,291,450 B2
Mar. 22, 2016

(10) Patent No.:
(45) Date of Patent:

(54) MEASUREMENT MICROSCOPE DEVICE,
IMAGE GENERATING METHOD,
MEASUREMENT MICROSCOPE DEVICE
OPERATION PROGRAM, AND
COMPUTER-READABLE RECORDING
MEDIUM

(71) Applicant: Keyence Corporation, Osaka (JP)
(72) Inventor: Shinya Takahashi, Osaka (JP)
(73) Assignee: Keyence Corporation, Osaka (JP)

(*) Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 401 days.

(21)  Appl. No.: 14/042,998

(22) Filed: Oct. 1, 2013
(65) Prior Publication Data
US 2014/0152794 Al Jun. 5, 2014
(30) Foreign Application Priority Data
Nov. 30,2012 (JP) ceoevcirececrccreecnee 2012-263871
(51) Imt.ClL
HO4N 9/47 (2006.01)
HO4N 7/18 (2006.01)
GO0IB 1124 (2006.01)
GO0IB 9/04 (2006.01)
G02B 21/00 (2006.01)
G02B 21/36 (2006.01)
GO6K 9/20 (2006.01)
GO0IB 1125 (2006.01)
GO6K 9/00 (2006.01)
GO6K 9/46 (2006.01)
(52) US.CL

CPC G01B 11/24(2013.01); GOIB 9/04 (2013.01);
GOIB 11/2531 (2013.01); G02B 21/0016
(2013.01); G02B 21/367 (2013.01); GO6K

9/00134 (2013.01); GO6K 9/00214 (2013.01);

GO6K 9/2036 (2013.01); GO6K 9/4638
(2013.01); GOIB 2210/52 (2013.01)

(58) Field of Classification Search
CPC ...... GO1B 11/24; GO1B 11/2531; GO1B 9/04,
GO1B 2210/52; GO1B 11/25; GO1B 11/2513;
GO1B 11/254; GO6K 9/00134; GO6K 9/00214;
GO6K 9/4638; GO6K 9/2036; G02B 21/367,

GO02B 21/0016
USPC oot 348/79, 135, 136
See application file for complete search history.
(56) References Cited
PUBLICATIONS

Bergmann, D., “New approach for automatic surface reconstruction
with coded light,” Remote Sensing and Reconstruction for Three-
Dimensional Objects and Scenes, Proceedings, The International
Society for Optical Engineering, vol. 2572, Jul. 9-10, 1995, pp. 2-9.
Gubhring, J., “Dense 3-D surface acquisition by structured light using
off-the-shelf components,” Videometrics and Optical Methods for
3D Shape Measurement, Proceedings of SPIE, The International
Society for Optical Engineering, vol. 4309, Jan. 22-23, 2001, pp.
220-231.

Primary Examiner — Andy Rao

Assistant Examiner — Jared Walker

(74) Attorney, Agent, or Firm —XKilyk & Bowersox,
PL.L.C.

(57) ABSTRACT

An image with a wide visual field can be captured without
causing deterioration in measurement accuracy. There are
provided: a stage on which an object is placed; a display unit
for displaying a height image or an observation image; a
measurement unit for performing measurement on the height
image; an image connecting unit configured to, by moving the
stage and capturing a different region, acquire a plurality of
height images, and connect the obtained plurality of height
images and observation images to generate a connected
image; a measurement error region display unit configured to
superimpose and display a measurement error region, on an
image of the object; and a measurement-image imaging con-
dition setting unit for adjusting an imaging condition for a
striped image required for generation of the height image to
reduce the measurement error region.

18 Claims, 84 Drawing Sheets




U.S. Patent Mar. 22, 2016 Sheet 1 of 84 US 9,291,450 B2
FIG. 1
500 ~. i
STy 100 3 _ 300
IMAGING UNIT I
- e e s ke v s va e s e v e e ve ree Lo bas vew we vas o JOURR O USRI ST SRR
! 3 i :
‘ i | i
x i | - 310
| HEASURENENT] | x :
| CONTROL Ly CONTROL A a0
| SECTION | | /,/
‘ 4 i | .
[T o ] il 520§ | DISPLAY
| |RECEIVING| |PROJECTING ] z S b SECTION
| SECTION | | SECTION § ; I A
TR T ] \ [ OBSERVATION | |
D0 ) oqi0 S : r—{ ILLURINATEON| |
| | ; v 130 | - |LIGHT SOURCE| |
| ] ATTCLOMINATION] . | i i
| ! / JLIGHT OLTPUT 1 ey S 200
| [/ /1 SECTION oo ,
| ! I i1 CONTROL 210 230 ;950
| L 144 1 \ 7
| ;s i y Ao A/
§ : I" // / § E mmmmmmmmmmmmmmmmmm &X\‘w mmmmmmm / _} mw‘:
LS gy STAGE b CPU |
! ! 2 H
NG a0 OPERATION | 1| 1 WORKING/ |OPERATION) |
x / SECTION b oo || MEASUREMENT IMAGE || | MEMORY || SECTION |,
o f
| e t L 1| COMPOSITION UNIT !
‘ STAGE 712 g ~ 211 .
| - N MEASURENENT !
| "TUT] ABNORMAL REGION l
| STAGE » DISPLAY UNIT . STORAGE | |
| ~ DRIVE  feit o Sevior |
§ Sfi;lcmf\s L+ [ THREE- ~DHENSIONAL - !
___________________________ <4 b //! d
I
i 713 A" L COHPOSITION LNIT 220 240 |
LD TENPLATE !
918 - | |_GENERATION UNIT !
i 1
L TEWPLATE !
21911 ACGESS UNIT |
14~ _ i+ REASURENENT DNIT | i
| REPORT f
222 —T| CREATION UNIT |
1 A §
21 5,,54 ALTGNMENT UNIT | i
| | MAGNIFICATION i
216 —11|  COUPLING UNIT !
i 226 i
' || DISPLAY POSITION / !
217 -—71T]  COUPLING UNIT .
! REMEASURENENT |11
] TMAGE REGION .
226 =1 CONNECTING UNIT SETTING UNIT 1]
i 1
L] ALIGNED iWMAGE 298 !
223 —7T| REGISTRATION LNIT . !
T TERLATE HETGHT TWAGE |||
224—1T]  SEARCH UNTT ACGUIRING UNTT ||
!




U.S. Patent Mar. 22, 2016 Sheet 2 of 84 US 9,291,450 B2

ASUREMENT
ROL SECTION

140~

—
ORSERVAT [ON §,,..w3/20
ILLUMINATIONET
LIGHT SOURCE |

AN DDA DNDNS DN DD DN

i

z PG CONTROL 1|1

A \ BOARD |

.8 ) ——
e X 200

)
H
Y 300 310



US 9,291,450 B2

Sheet 3 of 84

Mar. 22, 2016

U.S. Patent

01y
0Ty "oy L1

\

S IR NSO

0Ep ——

0L8 —~ > 3008 HOLLOTNGD

fo® ddp0
AdSIY [RI0d CLYRLYS / INIO¢ BHISSIH

2] S G o

{09004 L0 IS L1e £
e [
diig 57
HOLLOP0M 141 T 018141 )
TNV ® 0LV G
STHIHD18 LSRN
- 53015 H108 ]

NOLIDTMIA INBIUnSY N

il

12y £
BRET SO NOLIYAYISEO
gy — : _ %
133 GE-105L |
5oy -4 [y _
NN | NS 8 !
Nl O mmﬁ&%mw \ R B v} =g o D] (<500 S “§ [ ey [
518 ! 24 5004 NOLLYO L TEOVRHCT aviastg SSIN Ewmmm
/ M NOTIVOIJAINDYW  HDLIAS YHIYD
/| HoL LIS ) |
/ / , R / \
Ay iS 06vy és
05y ANy
~ Go¥ .
e D4



US 9,291,450 B2

Sheet 4 of 84

Mar. 22, 2016

U.S. Patent

oey
98 WL
Wil ainsyay L 40SYA
07y 300K 3N14
\,
“a
mm/w/ wmv/
VAL SV 0V ML
. 3T (TR
I - o
Th ——— Id0SONIE__ ], WOS Q¢
e IDLALIV |/ el s LA | X TEA
N3N 04 ] sisimy 0l g LYAYISED U] N\ ssINgig
WUVOLINOYA w N\ N\ V43D
m / LIS\ \ N
/ / / J , \
XA 0s Oy A
0S¥ 6y
¥ OId



US 9,291,450 B2

Sheet 5 of 84

Mar. 22, 2016

U.S. Patent

A5 WL
ML NSV

00W NI

o SE

INIRISAPGY SSNIND

T WWNVEC OV e
HE INSKRINSY

Y NGLYAS D]

e

=

30035040

- Oly

a3l s |0l 3008 Snacd " [A¥07 w00z [, vaEwyp] % Bl Ula GV
88 i NOLLVO - INOVR-HOT SeINIHD NG
NOTIVOTATNOVI x N YHIYD

/ HOLIMS \ \

/ M :

. 6y
117 06y
S Ol



US 9,291,450 B2

Sheet 6 of 84

Mar. 22, 2016

U.S. Patent

%7 Oty

NI UNIBL P
WL Nmnsyay L SHSYH
0K NOTLOTNNGD J0WW]

Oy

LE

AJdd | SRIADVLS $A004 ©

HOH O
VAL VRN ©
IS0 WL VR ML LTS
{8 — et INBAOUANT IOVR] |
Q7Y — 1B LN 0V oy oA to]

A T
Ly -

34095040 1K | YOS e

m HoTer i a0 s B IR R R IS TRIN o4 CRE L ARAANE

N3N O 1 sisim o) /4 e wB& NOTLYAY3540 HO1LY0 14NV N SSINLHD 1
/ NOTLVOTAINOVH x N VEEO

/ ; / HOLIHS N \

7 i T ,

! iz 0 Lo gy
09% 067
9 "9ld



US 9,291,450 B2

Sheet 7 of 84

Mar. 22, 2016

U.S. Patent

0cy 98 s Olv

4

R
WL sy | F80SYAN
0T 000 NOTLOINNGD J0YHI

Oy

TNVl © Gliive
INFHESAPQY SSIMIRDINE LN
Oiy—1 1= S401S Hi0Y
NCLIOAWIG INJWHNSYH

Sl
008 INIWIRNSY I
by — | HEREL
97y — LBV I TV 0L VANES 0]
A Y
LZy i
40050401
i o Y01 4O ooz | Yaauvy| 80 |
NIW 04 Wy 0l N 1YAHT530 HOLLYD LN SSINLHD 4G
NOLLYOTIINVH v N\ VHH
. HOLEAS \ /
ol 12y 267
o 05k 06y

L DI




US 9,291,450 B2

Sheet 8 of 84

Mar. 22, 2016

U.S. Patent

w7

oty 2 0Ly’
/ 1157 \ Ll 21y Pib
v / ! \

2N L0
I INEHEUASYIRG

JHNSY I

0LG ——~—s 3000 NOTLOINNGD IDYHI

ROLL: i ﬁmw;.ﬁpa C

BT 361S- 1
o NV @ QIOVC
TSP SSILADIG IR

o1
= QUYNYS
300K_INIWIUNSYIH
e 0:11 50000
a7y — T TR =
e T ] aees
L 4. U W13
SOOSONTN ] VoS dg 15050
_ ﬁwﬁiafﬁuégﬁ_&@éﬁngﬁg:xaw%% A
M ol ¥ S] wm:uom | ol LyAgses \ N 41DV \ 5SINLHD 148
i \ ROTLYS 1 NDVH /// NG
| | , HOLIAS
\\\x / ﬂ ! w
T {9 Giv Giy 06¥ m@v g



US 9,291,450 B2

Sheet 9 of 84

Mar. 22, 2016

U.S. Patent

xR 4]
/ WL IEIEISY G
JQ0K NOTLOINNOO SVl

= 08

VAN © LY e

T SSINDINE NS
0Ly — e
NOTLOTHIC LATYnSY K
2y — QEvaNYLS
300K INIWIUNSY I

RIIARYd-#

Qzp — I DR

SRRy

S 1H3dX3 | ae-30uge
L2y &

VR NOELYARISED

JdCOSEHIIN | VDS g

" ROLIYOUMGY E Panune smonddi o ] E300e e : 9 INDY : IR AN mlb
man oL || E] e 90 (015 ML, ~ e o
NGTIVOTJINGVR / YHIRYD

HOLTHS y

/_ ,,.

o | 26¢
o 06Y
& ‘DI



U.S. Patent Mar. 22, 2016

FiG. 10

51
DISPLAY INITIAL IMAGE

o TRHICH
MEASUREHENT IMAGE ™

Sheet 10 of 84

 APPLIGATION MODE

- AGQUIRING MODE

6 '

$3 ['SIMPLE MODE
ACGUIRE MEASUREMENT [WAGE

CHECK MEASUREMENT
HLLUMINATION

S4 ¥
AUTOMATICALLY ADJUST

55 ¢
BISPLAY RESULT

MEASUREMENT BRIGHTNESS Si

US 9,291,450 B2

APPROPRIATE
BRIGHTNESS OF
MEASUREMENT
LIGHT ?

58

S10

YES

%

4

S8
YES

¥

SET TEXTURE

SELEGT MEASUREMENT
MODE, ADJUST
MEASUREMENT

BRIGHTNESS, ETC.

TEXTURE
SETTING IS
NECE%SARY

NO

511

B
B

Y

ACQUIRE MEASUREMENT IMAGE

St2

¥

DISPLAY RESULY




US 9,291,450 B2

Sheet 11 of 84

Mar. 22, 2016

U.S. Patent

Ocv

N

0Ly 1S

H3¥Y

S

_
><.§w><w_
SISATYNY V1VQ 01 |

26
6o

I N011ISOd 1353y ]

440
NOILIY3Id

NOO  dd00 |
INTHIHNSYIW OF |
NOO  dd0e |

Y05 |
NOO  dd0® |

HOTY |
NOO  dd00 |

AYIdS G 1N1O4 mzwwwwﬁw

.

i .w‘JV,. fnt
i il

%001 430
INOVH wrwmmxw

wxwmwzmm
1

ndxal: ge
[ [

N 0L

NOLLVO 1 Tddy|

SISATYNY Ol

\

AN

3\

04

L OId



US 9,291,450 B2

Sheet 12 of 84

Mar. 22, 2016

|

v

| viva 3avs

| SISATYNY V1¥Q 0l |

{NOILISOd 13534

U.S. Patent

N O 4d0@
INTRIUNSYIN a2
O 4d0@
TS
No® 4400
H9IT
O dd0@
AVIdSTQ INTOd ONISSIN
a0 pusiEM
| EVHYET
A A
mmw \\\ !.«WV. mu
440 430
NDTIVOIJINOVR LHDT3H
HOIOH WnLaEi| O
[ pu 0.
. NOT LY T TddY [\
ﬁ\ NN Sm w;»,./wsz 04 J
ey v
/ 114 2
LGy asy Gay
\ j
A%

L Old



US 9,291,450 B2

Sheet 13 of 84

Mar. 22, 2016

U.S. Patent

_ Move |
EEERE
| SISATVNY VIVO 01 |

AL

IHBI3H NIX3L) 42
1] A 0]

£

NC11¥a11ddy /

0Ly

NG oL
mmm>m<z< 0L SSANLHD MY
\ g YAIWYD
06y |
964 e
yGY
1 '9Id



US 9,291,450 B2

Sheet 14 of 84

Mar. 22, 2016

U.S. Patent

N
K11 LRSK3ENSYIRO

W0

U3V
JA0K NOTIO3NNOO JDVHI

LB

i

EOE

3-HSNd 310033 |

JONYIVE 3LTHM

|
E

KLLLES 1%

NI 0L ML

e w of

02t

334400 YHRYD

087 SISYHdHI 3903
~  LNIRIAOUNT JOVRI
g7y~ LNV 300 0LV
34003040 | YOS ae
— mwﬁw ingsmag [z]u7 7] 2] « [0 i} W0z LRECLA
d o 7 AT \\ SEINIHD 1YY
/ NOTLYDIINGYA / PRETRN
/ HOLINS )
/ t !
0G¥ 06¥ 414 .
i 9id




US 9,291,450 B2

Sheet 15 of 84

Mar. 22, 2016

U.S. Patent

0zy
N /

3

W NI [
WL sy L FdNSYaR
J00H NOJLOINNOD 3OV

Oy

oLy

e e e,

-

THINYR O Olive
SNBRISATGY SSTNIRDIHG INSHANSYH

W RS

AL
~  QUYQNYiS
3008 INIRINNSY IR

Db

H3 1A=

us

VIV NSV OV WO LLYRSE]
18T o001
] O
J00SONOIH | N¥OS OF
ane o1 || OLIRLY) am sopd N Viawyg| 01 =t B e gy
SISAIY 01 AN HOLEYO LN SSINLNG |48
;T NOTLVOTdINDVA N LE S
[\ HOLTMS \ \
/ | “ |
ey 0% 06Y J6¥
S1 914



US 9,291,450 B2

Sheet 16 of 84

Mar. 22, 2016

U.S. Patent

TASN

¥

NS

Oty

08 WO MR

JEIL INMPANSVIRG

JU0W NOTIO3NNDD JOVE

]

24

0Ly

a9y L0V NSV 0 ADLLYAYISHO

P S BERtmaase e

T
-
sanssrrey SR A0

g
> S301S _Hiog

N

& _QUVaNYiS
3008 ININZH0sYS

A3AMd-S

REH
Led
=

BLIDZEIG INHENNSY

i

T

Loy

95

R NP F e T
] I
J00SONDIH | NWOS g8
m HOLLYOL Y /73008 Shoud T EUED vapNoLLImew  [aXg [ wo0z |, vaaWyp| B0 ===t a gl
N 01 Lsisimg o1 \ e snood  NOLLVAYISED MO0 \ SSINIAG g
R NOTLVOTAINOVE \ VYWD
/ \ HOLINS \ \
/ } |
A S ) L6y
gL 9id




US 9,291,450 B2

Sheet 17 of 84

Mar. 22, 2016

U.S. Patent

B WL T e
W1 sy L NSV
HIOK NOTLOINNGO F0WM]

HIIAZYG | BNDIOVIS sn00d ©
NIWLSPOY dan ©
e UL WO ©
030w 30V AL L07ES

L ININIACHANT IDVAT |
g7 i —-1300 1 INIHRASIR 0 NO!LYAI3se]

09y

4

-
]

JO0SON IR | Hvos ae |
: WL 1YL Iedv] T3 Snoaa [0 IS5 5| E0ED o hallvoldnon (=g ijko0z [ e e P ] V7,1
NH OL { sisi Wif| i spopd NOTIYAYISE0 HOLLLAAENO T \ ssaniHo[ag
/ HOTIVOTITROVE \ YHIHRYS
, HOLIMS \ \
{ i i
Ly 0sy 06y A1

L1 Bl



U.S. Patent

Mar. 22, 2016

Sheet 18 of 84

US 9,291,450 B2

FIG. 18
START
¥
51801 PLACE ORJECT
)
51802 SET OBSERVATION IMAGE
IMAGING CONDITION
VA
S1803 SET MEASUREMENT IMAGE
[RAGING CONDITION
¥
$1804 READJUST OBSERVATION

S1805

S1806

St807

IMAGE IMAGING CONDITION
AS NECESSARY

" HHY PROBLEM ™
WITH VISIBILITY

INSTRUCT START OF
CAPTURING IMAGE

¥

ACQUIRE PLURALITY OF
STRIPED IMAGES

!

ACQUIRE OBSERVATION IMAGE

-

51813

$1809 I
GENERATE MEASUREMENT [NAGE
$1810 I
GENERATE COMPOSITE IMAGE
51811 i
DISPLAY RESULT
S1812 IRED DATA™

3 PRGPER%? ACQUIRED .~

TTYES

EXECUTE VARIETY OF

MEASUREMENTS AND ANALYSES

¥
( CONPLETE MEASURENENT )

NO




U.S. Patent

S1901

51902

51903

§1904

51905

S1906

S1807

S1908

S1909

S1910

Mar. 22, 2016

FRON PREVIOUS STEP

s

SWITCH 7O RING
PLLUMINATION

¥
ADJUST BRIGHTNESS

" APPROPRIATE ™
—_BRIGHTNESS ?__-

'=§ YES
WOVE Z-STAGE 10 BRING
0BJECT INTO FOCUS

N FOCUS 7

=?'YES
WOVE XY/ 8 /TILT STAGE

T3 ADJUST POSITION AND
POSTURE OF 0BJECT

POSITION
TO BE VIEWED IS
WITHIN VISUAL
FIELD ?

wel YES
¥

CHANGE MAGNIFICATION 1O
ADJUST VISUAL FIELD SIZE

¥

NO " APPROPRIATE
— WAGHIFICATiON

T YES

" SELECT TYPE ™
<0 TEXTURE Tiaee_—

YES

Sheet 19 of 84

US 9,291,450 B2

FiG. 19

" PERFORN ™
_FULLFOCUSING >

T ves

EXECUTE SETTING FOR
FULL FOCUSING

]

51813

¥

St914

e NG
PERFORE HDR 7

31815

EXECUTE SETTING FOR HDR

y

e

51816 CHECK

TEXTURE IWAGE

NG

YES

DISPLAY TEXTURE
IMAGE PREVIEW

S1917

31911

SELECT NORMAL IMAGE

k

AT SEACTORY e
CRESULT 7

YES

52

O

{0 NEXT STEP



U.S. Patent

FiG. 20

Mar. 22, 2016

FROM PREVIOUS STEP

i

32001

SWITCH TO MEASUREMENT

LIGHT PROJEGTING SYSTEM

(LEFT)
52002 TEMPORARILY ADJUST
BRIGHTNESS
52003 yeg MEASURED

SPOT 1S UNDER
ZLLUM&?AT!ON

NO

Sheet 20 of 84

MEASURED
SPOT 3S‘§N FOCUS

S2008

US 9,291,450 B2

YES

ool
Lo e

52010 !

MOVE Z-STAGE 10 BRING
MEASURED SPOT INTO FOGUS

e
B

¥

52004

MOVE @ /TILT STAGE 10
ADJUSY POSITION AND
POSTURE OF OBJECT

S2005

.... .§

TNDER ™

52006

LLUMINATION 7>

REﬁf

52012~ APPROPRIATE ™~
" BRIGHTNESS, FOSTURE
S AD £0CUS N

EASURED P07 -

CHECK INAPPROPRIATE
PARAMETER AND RETURN 1O
APPROPRIATE PROCEDURE

B |

~_ YES

52014 !

SWITGH TO MEASUREMENT
LIGHT PROJECTING SYSTEM

o

¥

52007

ADJUST BRIGHTRESS

32008

“BRIGHTNESS ™

T vEs

_IS ADJUSTED 7__—

(RIGHT)

oo

52015 4

ADJUST BRIGHTNESS

$2016 P
NO " BRIGHTNESS
SIS ADJUSTED 9

I YES
O

10 BEXT STEP



US 9,291,450 B2

Sheet 21 of 84

Mar. 22, 2016

U.S. Patent

0%
M, - e O2Y oip

JUNSY Y
J00M NOTIOINNGD
HIOK NI40

/----\\ .

(DNLLLIS LGRSV
92y ek ) WD) OIOY-TTR
143dX3 JeE-300sT

74 2 N O ey
[OT LVASSH0 3071 | INGnaunsyan e |
i of || NOLLEL ddY NT5T0) 30im]EY] | i 21 . Veaivo | [~ H00s] 08 @
N3 0L} |sisimm ol 4180004 HOLLEDI3INOVINCT Jydsta SQINIHE NG
NOTIYDIAINOVH HOLINS FHINYD
HDLIHS
A
Liad .

L2 9l




US 9,291,450 B2

Sheet 22 of 84

Mar. 22, 2016

U.S. Patent

WS

JA0W NCTLIENNGD
JOOW W4T

Opy e e TR
INHISANGY SSIHLHBING INTNTMNSY
[SHTLLES (Ransvm LIS waamvn |
9y (440 ) Cel-T1d
T,
JuNEX31 {ae-1008)
CTa 2 [ O T 244
| NSV G2 |
0 of [{NBILYOL lddY MO0 Jeing Y] LR [oyca- | LallBE o X '} | ADILYDLINGVE Y, VYD | |- 50103
NN 0L oty ol 3000 S1904 CHVSLIRVIEIT s 10 SSINIHT 1Y
NOTIVOIATHSYR  HDLINS (BT
HOLINS
VARSI



US 9,291,450 B2

Sheet 23 of 84

Mar. 22, 2016

U.S. Patent

om.v

S90S Y

300W NOILO3NNOD

0Ly —
vy~
Ly

i

e

————

KOLERN0EE 101 36

e O N -

[ETH

K@

il e 0§

K31103418 1N

..... = QUYaNYLS
008 LNINI0SYH

BA1A3

131

-2

4460

AYSIE INIGD G3EYRLYS [ INIOd SHISSIH B

sy

NOLIGIrCHd 1HBIT J015-iH

EEEE
lyo

HRLSAPCY SSIMERD1dE INIRNSYIN 4 WOTL03P0ud 1HD]T 3¢
1> 5301S Hi0H
NS Y

EE

2k

SV DNTLLSS v |

D

[EENE

NOLIVAYISE0 20Vl | ININIMNSYaR) aE

fig-10us1

NOTLISOJN0D L431/1H314

N =
e BB

Oty

a pg | MBIV tddY NiBly IS IR di B Vol [~ 001 08 El et ]
3 OF{{sisiTim ol / 0004 oL WS SSANIHD 18
| NOTLYOTI[NOVE  HOLINS VAIAYD
] foLiks
i 1
1244 S
£d 9lid



US 9,291,450 B2

Sheet 24 of 84

Mar. 22, 2016

U.S. Patent

UABSN

8Ly
N /

9ip

7.

0

L onvs ||

Gib-

viv-

Ly

Gy~

i

¥

O N
F0RN

i

E.a

et AEYGAN

180 38 WD 14443 A4
WAOKIY NOLLVTVE B3 30

[N ot B O SO

S30is Hiode®

» 301S-1HBIY AINO O

01S-1447 ANQO
NOTLIOSMIA INIRRINSYH

W 154443

ST SiHt
NS ©

YT 81 NoELM0d Meve

4 JHBIEE M3139 3NIEIG

S 3ALL0344 ST 360 SiRL
TYAONZY NOILYIWHO

e

HISH

i ST
NI40

{HIRIHESV QUVERYLS ST SN
7 QdVQviS @

0 SER3l

1
1 eI HEEEE Y

Bl

it

#3{Ad4d-2

BNELLES |

NSHNSYSH | BHILI3S ¥hmo

e

NOLIYAY]

[T eces
Ol o

S0 IOWRT | INHRSUOSYIN GE

Jhid

iz o1 ||

11VI] 1ddy ]
SATVNY 01

o
b3

71 $1004

o 301ne Y] Bl

by Gz lellal X Y

51004
|

oYL

4l

T

s

HOLEVD

VHFHYG -~ 8000
L0 avidsin

NOTLY

GLAINDYE  HOLTAS
HILIMS

SSINIHDTHG
LAE

o e

{
Hs

Oiy

ve Old



US 9,291,450 B2

Sheet 25 of 84

Mar. 22, 2016

U.S. Patent

0y
\;§ oLy 1S
¥ N _,
_ MoV ”
boy 14 YIVD AVS
HOTLYOT 1Y
G8% T _SISATYNY N3O
HOO  440@

ANNIEOSYIW QE

{NOL1ISOd 1353]
NOO  dd0® TS
NO® 4400 HBL

NOO  ddoe
A dSIO INIOd BNISSI

40 4XAL DI

B T

ELHIRES

174’2

I3 BNLEL [ 6
O OO

T AT 06

NGI Y01 1ddv
MR 0L | oyorvmy ol

"~

4

¢ Ol



US 9,291,450 B2

Sheet 26 of 84

Mar. 22, 2016

U.S. Patent

Oty .
AN S Id ~ s 015
N/ N | v _
T | | nioday atvau NERIE mw,%_M/ (113 3n17) [orivy 10398y [mooz woroaul [ 11
NOTDAY (3103430 AV ISI0 / \
INIDd AYYSLIGHY 1Y MSVIN L] !

TTEC] —,
ol
L om | INIDd | LT | T0u10
R mERATTE) REROT ) RERUEIE
1Ni0d | INiod | 31T
“iN10d | ~3N11 | N1

1001 AVETIXOY | INIRIUNSYIN
1001 INIWIUNSYIN

086 7 LAMOLSIH NI T1140ud)

L1 5000 ool Agv oy

E:@m%m.mozs&w
sl =l MY
TI 4084 TOVHIAY [
—— TNV
L3130 0{4103dS

116 GG | iH MY ¥YIROMID
¢844 O0LLI 1 INIQd-INIY
{693 914 | 1 BMIT-W
o 8688 7Yl t 3TONY
BRI IR eI L PN B

IO i

EEEERE NI
b NOLLYGIAI04dS INTOd-¢1 ]
NI @1037HS 40 ALH408d

HEBNAT] oy ANET 1 NI TESYY
GNP MO ] WO ELNIA i
IZAYE ETTR R e TR I IR BT iNid-¢
O RO IVIS INGE 0 0L e )| IN1O-E W IR
TYI00L AMYI TV | INIT 08 e / W 1001 Al
- FONENE L J AT q OM1LI3S AVIdS10 ag DT VISR AT 0N 0 130
\ ] \ T104 4043 IDVIT NIV

665 e o || JOTROTTGY \ o ok avesta] o L3S Jory oo

)
N AR
MR\ \

NOLIVAMISEC 04 \ __o:uzﬁm & AW
/ \ \ ) TN
/ | Pl VN " -
15V g5 W oW 2stS N 07 ‘Six



US 9,291,450 B2

Sheet 27 of 84

744 ~ PA S Giy ~ 319
N \ m\\ ¥
TI0NY0 wmmmw o WAL
" . i T T3 RORINTH
S @ =i = (R o THOTH ROV
gof dils
o G

WA CnSYH

NOIDTM (3103735 40 ALYId0Nd
< | | | >

B I00 0 [t o] ot
85067 100000 |00 gz | MLLVIATD

Mar. 22, 2016

U.S. Patent

WYL
B Gi0 18250015 [Rer0 957 | DVEHAY
012 8 (888015 [ies 1~ | MIINTH
0087 65 18760 91S |16AL viS | WORTXVE
S — 65 165 10766 815 (5090 is | WLOL
_ IETERED
T RETIETERE: 0045 888 1660716 | 7 MO AE ]
| NOIDY 1104 | 0015 8 ie6g 1~ | won |
_ NO193Y O | a i |
H1o3d G103 139 ! | S | e oo |0
NOIOZY INIWMNSYIN o IOV | NOLIVOTJINDVI AV 1S 1G YO0 AVISIA 5] FUeod JWRSTal &8 10
i 14 LU0dTY 39V IN3LIYd
Ham ol |1 NOTLVDIIddY 0100 | ISy § zéé [ IS T IN0uE AYdSTE) SNELIZS (0034 oo
AL gt YAN3SE0 01 MELIONNS | NOSTHYVIRS) WFR T ZEVOA] 3Ry W
/ EqIERRE
7
L5v LZ DI




US 9,291,450 B2

Sheet 28 of 84

Mar. 22, 2016

U.S. Patent

02t . 298 oLy 015
N/ v ‘

= {88 = iHpE = (A%

VAl Va8 0
IVHON N 53
#0113 NV 401 30VON I3
o

L 01 2

1¥

) CIR0 GZA0RILE | 6% DIteITIe | o7
iy 1520 08305571 520 024001285 | "o A?

o R R AR

B4 (SO0 000 BRLELG | WORINIR
() No1L40d AYONDO 280 LS0015A08 | 08 Lriusievlen | MWLV
e NOTLNO XIANDO [1B17v9¢ | 73 321966981651 | v 101

HOI00 408UN0

........... 80700 SNIAVSE HOT93Y Szl LEES0RL 10966 62098186L] y
ONLLLES 40100 WS 500 1719 SRS £
L NOIDTY 435 R Z
8807 SN0y 1006 150veI6ent L
401 140d| iNOY 10 -
IWONOT|  § X3NCD A Al _
o : DMO VIRV Jo9adns] 3WNTIOA o}
— J00M INIWINNSYIN- [ 0LV | NOLLVOIAINDWH AYWSID N OO0 AVIESIE I 1894 [HIRENNEYIR 40 150
3 T4 1H0d3d I0VML INGIVd
v oL || NOLYSlddY W | e | wa,:g/ HOSYI] VAW 1 dAIS TILIOS AYSIa) BNLLLIS 03 oo
: * | INOLIYAY3580 04 OIL0N ] NOSTHYH0 RIT L W §/TIGA TV ® | W |
7 TR
/ N\ i
15y 575 A dH 82 OI




US 9,291,450 B2

Sheet 29 of 84

Mar. 22, 2016

U.S. Patent

0z - 295 18 1 01y 139 015
N/ m. | / v
EraE e / _ AR 10D
\ M, / uif (6511 5008 JRVISTA WNBVIC

000 138

LEG

T Farorer -

L EIE L N0

INaNT INIOdT LT LT

NOTLOVHLXT OLLYROLNY 3903 O3
e

TN | TERDD | SNIOVY ||sILvie
N3

TR . SNi0d

3 TSV
TS ! i)
L TOOLLEA g

J00L AGYITIXOY 001 INGHIEnSYIl

4T 16508 £729) NYISIC SIXY-A

4 1986 718

JONVASEG SIXY-X

YA
ERINEL

JivN
ANJRIHNSYIM

HELNR0O/ ISV AX 40 S1TSH
AN 4310978 40 AL¥3d0ud

o988 it R
Ui G£39°288 |2 SnigvHy
1 22655001 | e i
w7 2556 6719 -3y s ¢
W7l 6960 2v6 | L SHIaval

TN GO SR

0L ALY Avigsig O3

\\
¥is

Y001 LNGHAINSYIN 3NV [ 01 ] NOTLYOLIINDYM LAY TdSIC MO0 AY 1S 1O §BT Teal/ 00 Nk 38 1T
., Fild L003 DVR1 LNALVd
o or || NOTTVa T Tday R e B BlS T i) Lz Tocd oo
01 { ot 1¥nis0 01 PR S JHT T & ‘
/ \, N £
4 S " ede
m.m.v N.Nm d Omm ;E NQ @N mumh.m



US 9,291,450 B2

Sheet 30 of 84

Mar. 22, 2016

U.S. Patent

695
p

s

7

18043 TV

INON 4 ¥

§0iay

WM sy

S

HOT10d
B

440160
SINIAVRO
S SSQMR O
JNHI0Y @

INSEZAASYEN 40 3dAL

FICOCUROEORT00STNTEORDOPPOIIL SORORICHSONORIVORCIIUNIVILOTDRORSIOCIONIRIRDICCOONINIRCOHOPS:

.01y 01
, e i

Bril yiss SHZd

[p03 0 DYy

wil 1181 Z¥6 ]

Pegl ¢ TiH

2061 O~ %3y

ORI by

A2 I 2y

€007 '1 14

FAL IR oY

6007 'L paY

8193 0 Ay

€605 dy

$urt YOS 00VPL HIBNT J0NA

INSNRMNSYIW furl £886 D009 THIONT CRVRTA

ONLLLES INGHIENOVIR SSINHENGY K1

YA G305V

NOLIVNTTONT 1033800

[AY0LSTH NI J11d08d]

L1 %6700 o0l AW

i FRE]
IZHC 01410348
HIOWI | Syt [ SRCT | N1 5V
AR B F D
T R E s
s G sonl i INIO4-2

1001 AYYITINOY | 3NIT 30

1404

1004 3140Hd

1

N

16

CINAWRTE QLYY
L NOLIYOEAI0AdS INIOd-¢ O]

JNIHANE Q1047148 40 AlMEd0dd

4]

T

0

.

NO1LYIAd
(NYORYLS

Jo¥H3AY

WIKINER

WO EXYH

110k

ILY
1810d-7

HEEN

U

JEN 231408

o)

s O3

DNILESS AVIdSIG Gf

D) RS

F1H04d 40 1511

4 4

Hoddd DVKE INZiYd

nnaw oy |1 NOTIYOT iddY J0m YR S T TAVIGSIG) BRELIES 10T G
: NOLLYAMISH0 Ol NOHLOHI | NOSTHYGMG (A JoVeEAY (]
7 TR
/ 7
L5v g5

0f 9Id



US 9,291,450 B2

Sheet 31 of 84

Mar. 22, 2016

U.S. Patent

0ey ALY L 0Ly 01¢
//g / &\ x\\
i
EONYD | | LHO4TY T4V
VNS Jovdung VI RoIoae
INFHTENSY WRIDIHD g o ) %o
BYHT LHOIIH AYIdSIG = @9w =l = .
REIRIFEN e :mw
109449 NOJVRINAL 1odE0 B xwm
g
vy (43071 S5¥d-HBIH) RN IREL
wis  §7¢] ¥ 41
T e ]
4 348 NDIDZ 03103735 40 AiBJdodd
440800 2l M Ts

ANILLZS ¥4

d4071060 ¥SHNO

BNILL3S ¥OT00

_ TV 313736 |
_:.zewﬁw&mma_
_
_

TR
CUUNDIDAY gy |
SUOGERREIREREN

NOTOZY¥ INSWI¥NSYHR

& 040y | NOTEVOTAINOV AVidStd

G000 0 15008 010600 8 LE
" an doaen o | NOLEYIAG
G125 LLIKE ©-13960 0 | 30VHIAY
2L LHIVES T-13968 0 | MIKINIR
5128 {11p80 ©-13960 0 | WOWIXVE
SIS LHPEO B-19066 0 1 WIOL
G126 111be0e-18960 0 1) NOIOJIE
ui
mig sy | bs [ AW o

NOIOR

d07103°AVIdsId

BOUTSTY HERIENSY 40 1S

JHd 14043 IOVRT INGIVd

ANIW O3 .zo:«ojmm{ mﬁE m,.mwz_,w%% mww%w_%m bmmﬁ%mﬁﬁ \.ﬁm«: ;nm.w.m F114084 | AVHSIC] SNILEZS |00 oG
: NOTIYANISE0 DL HO1 LG Y- W BRI 1 W (e MM
\ R RREREL
/ 4
! e
5¥ 605~ L "Bl



US 9,291,450 B2

Sheet 32 of 84

Mar. 22, 2016

U.S. Patent

Pys

Doy 385 AN gLy Y
N \ e /
z
fonve || ioaay 3ivaE HEE R MY {orive 1034sy] [wooz wotomdt [ 1 i
S ILE E e
= )
L E
INTYA ILNI0SEY AT NSV I ...w?wzw_%g
e
190 HLQIM 7] 0580 8655 | & HIGIR |¥
01038 [ AL ETEEHT < egst vacoe; b B e
S080_| 3WEAY L INT0d-2 I 0d- I e | vpg0 g9z |} AN g
TEE S ED WOR XYM
EISTE e _ u7|0gos 007 RARHIG,
D1 H0T00 10061 ASYIIYOY BL=E9 Y ITVA TN
NI FI4084 ML G0 O Q3NOSYIN LSSV
ur (215955 €7 | oNIovdS
sani L YIAHNN 1z ENER eIV A
- e b NOLIYG141036S iNI0d-21 3
THA0Hd JOVHIAY [
| ININTTE G9L0713S 0 ALd3doud
ETEREN! 410Ny
41935
HINAT gy | 3ATT TANT3SVE
X EI LR SIS ) W10
ETRR EORR [DROEEE: W iH10¢7
Wz oBLE L INI0d=2 I R G
0L v 100 | 3NIT 3108 0111804 AVISIC i syenmn e MLV LA ) 8 00l A6 sl L
TIEREE U bl e 2 R \:,,o.w o Leowy ] R (D et o IRV 0 20 T
L ! T4 1Ho43d 30vil %.m_ d
e o | LRBTIVOT iddy 00 (TN [SSTHONDS SSTMENCE LBARISYER ¥R als w._w.og Y11
NOLLYANISEO 01 NGELoAn3 |} fios Pevno T R 1 R T VR T A e i
/ _ A
/ N I ) \
1Gh e (18 14 E¥S as)1g s



US 9,291,450 B2

Sheet 33 of 84

Mar. 22, 2016

U.S. Patent

02~ Hid 15 ~0i¥
Y \ / ¥
= {§'9°Y) u.\EEwm

P OTIONYD

| wdidNco |

e

rs O e o
N ottt

40700 INIDd
#0100 NG193Y
4003 YoSYn0

34 0N MEHR Q350 S

TONTEL3E SIOIE DI (31410348
40 36YHS CL 30VHS 15350700 M AV
NIIS WD 32 JONIUL3H SV WOION
133 0L HOLING DNTLLES NOTESM SS3d
~NOTOR A415348

K10d
IR NG AENES O
BIOGG MBI 138440
LHO 0 =kgt 00 =g
U ARTA WA
NILEEN SIEN 135 ©
K10 AdYHLIENY AG A4133dS 3
F1408d A415348 O

ONOIOT L3S NOIDH MBS €
GOHLTW DREAZ1034S W muﬁmwmmv

40100\ CAVdSI]
\. _ ONILI3S INYId\IONTYTITY

4

[ _
\ o7 )
pes Ald 765 Nan £e 'Ol



US 9,291,450 B2

Sheet 34 of 84

Mar. 22, 2016

U.S. Patent

g

g

G

~.

0

N
CEawva 1l o |
eIV
Lo || ooNn |

L 140700 NOIDR

IO IBNIS Oy ©

JA0K 1ndNT
EOuvII0 |1 INIOd DNISSIE Shon]
DR HE R
TIEETRE ER
TIOHSIHLY Fsoana || 1oviia
Wi
T34 || No9ATod
m A RRERIR,
BTE N ool | o3
YINY L TIoNY 10Ty
] ALY | NOLLYDTJINDY AVI4SIO  ¥0T00:AVdSIO
/ ONILLIS NOIDIY
7
§ 9cg

¥e "Old



US 9,291,450 B2

Sheet 35 of 84

Mar. 22, 2016

U.S. Patent

02y 295 715 . 0Ly oI
/ \\ / \ ¥
TN | | 04 3van RNE %%_/_E N1 [00ivy 1935y [wooz woragel [ [ 1]
\
v \
ANTYA IMI0STY A Funsyaw [ |l \ .
i yE 5 I D P e aaTe
51|81 972 187
DG T INIOd-1
ERERE HIGIH o 30N e b anRase]
: 511150 s 4L qElzesil
NOLL5AS A 01 %mms ot iNIOd-1
SSOHD I 3BVARAY | INIGd-2 | INI0d-1 WA ||,
T T QIUNSYIN [1NIMNSY I
[RH0LSTH V1T 3110ud) _ _ | NS LY
] N0 0L AR KON 0300001 GNTHIO0NS (371000 0N3310L 3104080 NOSIWVAROd! ¢ NoTLYD 141935 INT0d~2 1)

INIT T 08 MUK (314000 E2

T

(G
fzr..

5

¥ =4

i

v

= {A

= {897

v

= JHOEH

“x

ANENSTS 031037148 40 ALH3404d

wr (296 €7 |9NIOVdS

P

saiT L] y3sm ROT V0131038 2__:,2 A8 —
TH408d TOVHIAY [ zgmw@w&m
-~ T Wi ——
914103ds e
TTCTER] J— INT135Y9 WA 1434 I
AT 011494
Wl 010365 S p—
T TRINIES. WIDEE 1042
oS Nz on INTOd-2 = e 500
1001 MY 111X Ezj 411044 WIS AYISIE 7R L OMILLES o ML LI dggg | 000 AT :
e Wit idngy L JHEMRTN e /14 %0000 3 \ Nt SR e
] / 7 g 1043y
onan oL || NOTIVOTTddy 301 [ ssammn wwu.fgg m%%é s R B WdsI6! oIS {ome e
NOTIYANISE0 Of HOTLON 00 ! 3 A0VHIAY e
\\ 7 \ / "
LGy Gre £YS 14 Ge Ol



US 9,291,450 B2

AN 495 yi5 Oy 014
N / N / w\\
T s0da 1Y NEET] w/_:nw N1} {o10vd 1034sy] [wooz worom] [T ][]
VA 2T ey 07 |00 /
WA ALNIOSEY AS NSV Sl \ gy s
ETRRE e i | e %Mgm m:._ w
AVR it ¢ :
TTNREY EETEN TG B AN10d-}
S5080 || 30vaaY | INTOS- | INIGa-] _amwA i
IA0SYIH | INMISYH

1061 INFIUNS YR

AMOLSTH NI F71d0ud!
L] 40700 004 AW IR0y
INIT AN WL a3dnes T

L NSNS GV
001 DNTH) [40Hd IONTALI01 TTLI0Nd 632%8 ¢ NOLIYDI4103dS INIGE-2173
(A =30y = HYH v HERTTE Q33370 40 ALd3d04d

J

Sheet 36 of 84

P

Wy EHGC £7 SNIOYdS

L
SANIT B HIGRNN E NOLLYSTA193481 € NRILY2L4]034S —
A1 4084 45¥HAY T Egm,m AEE«.N .
FE W1 311337 TOLYDLI TR

W { 3NET
HADNT T ypupg | 3NT T 4 ANE TSV Wk | worlm |

33X ETWd) Vol idda

WL IR 0T 131038
NG [T —

I LN | 30N | 30000

ANTTE AN EOANTT RNCLILEI0ES
LHBIVELS U IVANGZ 40 WOl lgah  AN10d <

v

Mar. 22, 2016

Vi
1001 AUVITIXAY § INTT 311404d T i

w.\

T — o] o)y oL B R

m
1604 311404d AESERERY ] hnde WS1d [BT NSV I TN B ST

,-m i
@/ 1A%e00 A1

Lo ] / / S 14043

U.S. Patent

NI 0L NOTIVOIddY 105 1 INGRNSY Y / wu.zém%\ SSINHENON  INSKINASYSH/ RV ddiS I 084 1AV %Ez X O0n
zm:w\, HISHG 0L NOTLORRS 12 NOSIRYAROD \ M JOH0S N H_1T V4 \ JI0A TSRy 1)
H \
4 S m ,_, Wm N?
G 1y £¥G ¢ .
ovs 08 ‘Ol




US 9,291,450 B2

Sheet 37 of 84

Mar. 22, 2016

U.S. Patent

0ey 295 715 01y - 018
™ p
/ Y y /
e | o3 31y m EELTT _/:: NI ferive 13348v] [wooz wovaa] [ 1]
g
ITWA ILAOSEY AT THNSYIN [ |
S TN
AUIH niank | RS
ToIVRES) ETEEE e ] e
SS0M0_ | 30v3AY | INI0A-2 i INIOd-1 7
: ————— L O3UNSYIN | INIRIASYH
1001_INIATENSYIH

INTHRO 1Y

LAMOISTH NI 311404 ] " OVLLOONS [31100% 003H10] 3110084 MO8 Lva0) NI QLYY
[__] #0700 001 Aoy ¢ NOLLYO 1410348 INI0d-21)
1T T114044 H11 0374000 3 INGATTS GAL0T13S 46 ALu3d08d
wif 249G 87 |DNIOVdS
STMIT RV
F1408d SOVNIAY [T T
H w:muzdu. u .V " W B
13730 97410343 Mawmmﬂ
HIDAT ENIN ETNERE N -
gix3 | O oamal wo11d3A O
R IE R ER e U —
HRIVAESH T INOT VIO WL IEA  INIOd-E e .?m_wmsmu N P e
1001 AWVITINOY | T 08 tarisng W10 ) . e oL il uém :&ET/ 1061 RYTIY AVIgEia
1001 3114084 Wil GTH00 /igim Em AdsT0 RET TR A S
N \ YREN
N 0L || NOTIVOTIddY WHSYHT  Bw N\ LS . 000
M UL ol ivadasdo 0l Wi | N 3 m
# e r
i
/ . ,
FA— \\ 1d S8 1d .
L8 "OId



US 9,291,450 B2

Ocy - 495 y15 0Ly PRL
N N % /
oo 1 | indm 31y ANEETT 7/ 14 1) [o1ivy 103dsy] [weoz wotom] [ ][ 17 ]
sy I [ | Lol \
ANTVA FVI0SEY A8 3unsyan [ | L

N ER IR Fo

NO1103S ST 3 ] B0 i aﬁmmm
S50M0 | OVAIAY || INE0d-2 | INIQd-1 || bt

(X%

YA JHYN

>
=

Q3UNSYVAR NSRSV

004 INGWEUNSY N -

(

»zm D1 1Y

CRICISIH NI 311409d
muuuw 009 00L ARV ITINY
0SB 0300 O3

h L EEEREIVAE!
14044 NOSTHVANOO! ¢ NOLIVOL4I03dS INIOd-d L 3
INSWTE Q2L037HS 40 ALydd0ud

HOLIVRIIONT SO

13084 JONG4I 1031

Sheet 38 of 84

FEHOG 22 DNIOYAS

=0 YA
A1 Y W1 1W0 L4105 ¢ WOLTVOTI a0
HARHIEFHEIN ¢ NGER
313730 of i B | e |
214194d3 W | 3N
ETER] e TR ETRER T
M oug | N WL | WOLLEEA
(ELAE STy WO L1Y3A W1 V3141 368 |1 01 V0103
TR TN ET N OB M0kT | INiEL
Jpts iz En 0 | INIGd 2 o T | 3R 3100

Mar. 22, 2016

J00L AMYITIXOY | INDT 374044 L1000 AT AVSI0

U.S. Patent

NOILISOd V651G pR R TTTES
EDEY Gk g 2/ I ey WSIO BT TR T B 0
;
/ ] /
e I Y T A e :%x
NOLLYANISH0 0 WS | RS T /W [ A
H H
7 \ H
/ { m
16y FARS is




U.S. Patent Mar. 22, 2016 Sheet 39 of 84

FIG. 39
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FiG. 42
MEASUREMENT CONDITION
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MEASUREMENT DATE/TINE 2012/10/31 13:07:54
CAMERA LOW MAGNIFICATION
MAGNIFICATION 17x
SHOOTING MODE OF TEXTURE IMAGE  NORMAL (1 IMAGE) RP
HEIGHT MEASUREMENT MODE STANDARD e

2-POINT SPECIFICATION 1 - MAIN IMAGE  2-PCINT SPECIFICATION 1 - 3D INACGE

RTINS L

2-POINT SPECIFICATION 1 -~ PROFILE

3-POINT SPECIFIGATION 1 ~ MEASUREMENT RESULT
0. | MEASUREMEN] NAWME | MEASURED VALUE |UNIT

==

T LANGLE | 142. 8356

2 TLINE-LINE 1 5165, 8497 | unm
3 ILINE-POINT 1 1100.1282 | gm
4 {CIRCULAR ARG R1 455 9113 | um
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$4401 PLACE OBJECT

Y

S4402 FUARTETY OF ADJUSTMENT FOR

ACGUIRING DATA
[OPERATION 1]

'

54403 START MEASUREMENT

'

S4404 THCO0TRE DATA OF OBJECT

IN ACCORDANCE WITH SEY
CONDITION

Y

84405 ™GPEN ACOUIRED DATA BY

DEDICATED ANALYSIS
SOFTWARE

!

34406 PERFORM NECESSARY IMAGE

PROCESSING, SUGH AS
FILTER AND REFERENCE
PLANE SETTING AND PLANE
SHAPE CORRECTION, ON DATA
[OPERATION 2]

Y

$4407 MEXECUTE TARGET ANALYSIS

SIZE MEASUREMENT, ETC
[OPERATION 31

'

54408 "o s TE REPORT 1N DESIRED

LAYOUT [OPERATION 4]

v

$4409 I™GAVE MND PRINT REPORT

[OPERATION bl

'

4410 I™SAVE REPORT AS TENPLALE

S4411 _

S4412

S4413

S4414

54415

S4416

S4417 «

S4418

S4418

" PERFORN
PATTERN SATCHING

TYES

SPECIFY ANS REGISTER
IMAGE FOR PATTERN
MATCHING [OPERATION 6]

2

A

SAVE CONDITIONS,
PROGEDURES,  AND IMAGES
OF OPERATIONG 1 10 6 AS

TEMPLATE DATA

¥

PLACE NEXT OBJECT

!

SELECT AND MEASURE
PREVIOUSLY SAVED
TEMPLATE DATA

!

REPRODUGE OPERATION 1
AND AUTOMAT;E%%LY AGGUIRE

_—TPERATION &
___IS REGISTERED ?

" YeS

EXECUTE PATTERN MATCHING
BAGED ON OPERATION 6
DATA

Y

5

REPRODUCE OPERATIONS 2
TO 5 AND AUTOMATICALLY
EXECUTE IMAGE PROCESSING,
ANALYSIS/SIZE MEASUREMENT,
AND CREATE, SAVE/PRINT
REPORT

( CONPLETE WEASUREVENT )
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FiG. b2

S5201 | YNITIALIZE XY STAGE POSITION

¥

55202 PLAGE OBJECT ON XY STAGE
¥

55203 DECIDE MAGNIFICATION
|

S5204 | TURN ON IMAGE CONNECTION MODE

F

$5205 ADJUST XY POSITION
¥
85206 FOCUS

R

¥

55207 EXECUTE CAPTURING OF IMAGE
FOR CONNECTION

$5208 _—"FAS IMAGE FOR ™=—__
<< CONNECTION CORRECTLY >
~__OBTAINED ?__—

TYES

HAS MEASUREMENT
o S NEASUREMENT 10
~ COMPLETED ?

Ve

S5210 PROCEED TO CONNECTION OF
IMAGES

'

$5211 EXECUTE CONNECTION AFTER
POSITION ADJUSTMENT

¥

$5212 SAVE CONNECTED IMAGE

'

55213 ANALYZE CONNEGTED INAGE

$5209
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FIG. 6

S6901 | INITYALIZE XY STAGE POSITION
¥

S6902 PLACE OBJECT ON XY STAGE
¥

S6903 DECIOE MAGNIFICATION
¥

36904 | TURN ON IMAGE GONNECTION MODE
5

$6905 ADJUST XY POSITION
¥

56006 FOOUS

)

¥

56907 " MEASURENMENT
<CIWAGE CAPTURING GONDITION
. ISSET?

NO

s

56808 SET MEASUR&MENT IMAGE
CAPTURING CONDITION

¥

S6809 EXECUTE CAPTURING OF IMAGE
FOR CONNECTION

—HAS TMAGE FOR ™~
CONNECTION CORRECTLY >
~ OBTAINED 7 -

NO

88910 -

$6011 " HAS MEASUREMENT ™~___ N0
. OF NF{‘ESSARY PORT[GN ................................
~~~_COUPLETED 7_—

S6912 PROCEED TO GCNNECTION OF
IMAGES

¥

56913 FXECUTE CONNECTION AFTER
POSITION ADJUSTHENT

¥

S6914 SAVE CONNECTED [MAGE
¥

36915 ANALYZE CONNECTED IMAGE
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MEASUREMENT MICROSCOPE DEVICE,
IMAGE GENERATING METHOD,
MEASUREMENT MICROSCOPE DEVICE
OPERATION PROGRAM, AND
COMPUTER-READABLE RECORDING
MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims foreign priority based on
Japanese Patent Application No. 2012-263871, filed Nov. 30,
2012, the contents of which is incorporated herein by refer-
ence.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a measurement microscope
device provided with a measurement function, an image gen-
erating method, an operation program for operating this mea-
surement microscope device, and a computer-readable
recording medium.

2. Description of Related Art

There has been developed a measurement device using
triangulation as a measurement device for measuring an
object. As shown in FIG. 84, such a device is previously set
with an angle o between an optical axis of measurement light
emitted from a light projecting section 110 and an optical axis
of'measurement light incident on a light receiving section 120
(an optical axis of the light receiving section 120). When an
object S is not placed on a stage 140, the measurement light
emitted from the light projecting section 110 is reflected by a
point O on a placing surface of the stage 140 and incident on
the light receiving section 120. On the other hand, when the
object S is placed on the stage 140, the measurement light
emitted from the light projecting section 110 is reflected by a
point A on the surface of the object S and incident on the light
receiving section 120. A distance d between the point O and
the point A in an X-direction is measured, and based on this
distance d, a height h of'the point A on the surface of the object
S is calculated. Calculating the heights of all points on the
surface of the object S allows measurement of a three-dimen-
sional shape of the object S. In order to irradiate all the points
on the surface of the object S with the measurement light, the
measurement light is emitted from the light projecting section
110 in accordance with a predetermined structured measure-
ment light pattern, and a three-dimensional shape of the
object S is efficiently measured by a stripe projection method
using striped measurement light.

In such a measurement device capable of capturing image
data in the three-dimensional shape, an imageable visual field
range is restricted by performance of an imaging element or
the like. It is desirable that a three-dimensional image is
captured with a visual field as wide as possible for efficiently
performing the measurement, but when a wide visual field is
to be captured, resolution of the obtained image decreases to
cause deterioration in measurement accuracy. In the mean-
time, when the measurement accuracy is to be improved, the
visual field becomes narrower. As described above, the visual
field and the accuracy have a trade-off relation where, when
one is taken as important, the other is neglected, and it has
thus been difficult to make the both favorable in the past.

On the other hand, it is considered that a plurality of images
are captured while an imaged position is changed with high
accuracy, and these plurality of images are connected to
obtain an image with a wide visual field. In this case, a large
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number of images need to be captured, and it thus takes a long
time. In order to reduce the time for capturing one image, for
example, it is considered that the irradiation direction is lim-
ited to one direction. In this case, a measurement result of the
measurement by the stripe projection method depends in
principle on a shape and material properties of the object. For
example, an object having a shape closeto flat can be captured
by one-side illumination, whereas an object having an
unevenness surface is shaded by one-side illumination and
cannot be measured, and hence both-side illumination is more
suitable. Meanwhile, when the object is like an opaque resin,
penetration of projected light occurs, and further, when the
object is a metal body, multiple reflection may occur. Hence
there has been a problem of not being able to successfully
perform measurement in a standard measurement mode.

Moreover, in the measurement by the stripe projection
method, the measurement time varies widely from the order
of three seconds to one minute by changing the measurement
method (measurement mode) or the illumination direction.
The measurement mode and the measurement direction are
desired to be set as safely as possible so as to prevent failure
in measurement, but in this case, the measurement of each
image takes a long time.

As described above, when the imaging conditions such as
the measurement direction, the measurement mode and the
measurement brightness are fixed and then measurement is
performed, the measurement may fail in part of images
depending on the shape and the material properties of the
object. However, when measurement is performed in a high-
est-class measurement mode, it blindly takes time. As
described above, there has been a problem in that the mea-
surement time is difficult to reduce when images captured by
the stripe projection method are to be connected.

SUMMARY OF THE INVENTION

The present invention has been made for solving the con-
ventional problems described above. An object of the present
invention is to provide a measurement microscope device, an
image generating method, a measurement microscope device
operation program, and a computer-readable recording
medium, which allow an image to be captured with a wide
visual field without causing deterioration in measurement
accuracy.

In order to achieve the above object, a measurement micro-
scope device according to one embodiment of the invention
may include: a first measurement light projecting unit con-
figured to irradiate an object with first measurement light
from a first direction, the unit being a measurement light
projecting unit for projecting measurement light as predeter-
mined pattern structured illumination to the object from an
oblique direction; an observation illumination light source for
generating illumination light when capturing an observation
image; an imaging unit for acquiring measurement light pro-
jected by the first measurement light projecting unit and
reflected by the object to capture a plurality of striped images,
and using the observation illumination light source to capture
an observation image having texture information; a height
image acquiring unit for acquiring a height image having
height information based on the plurality of striped images; a
stage on which the object is placed; a display unit for display-
ing the height image or the observation image; a measurement
unit for performing measurement on the height image dis-
played on the display unit; an image connecting unit config-
ured to, by moving the stage and capturing a different region
including a connection margin by the imaging unit, acquire a
plurality of height images for connection and observation
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images for connection, and connect the obtained plurality of
height images for connection and observation images for
connection to generate a connected image; a measurement
error region display unit configured to superimpose and dis-
play a measurement error region, where a result of measure-
ment of the height is error, on an image of the object corre-
sponding to each region to be connected by the image
connecting unit; and a measurement-image imaging condi-
tion setting unit for adjusting an imaging condition for a
striped image required for generation of the height image to
reduce the measurement error region in a state where the
measurement error region is displayed. With the above con-
figuration, a plurality of images each having high accuracy
but a narrow imageable visual field are captured while these
images are connected, whereby it is possible to obtain an
image with a wide visual field and high accuracy. In particu-
lar, by changing the imaging condition of the measurement
image not used as the texture image rather than the observa-
tion image used as a texture image, it is possible to avoid a
state where the appearance of the connected image changes
significantly with respect to each area, while eliminating the
measurement error region, so as to obtain a high quality
connected image.

Further, in a measurement microscope device according to
another embodiment of the invention, the connected image or
the image for connection may be a three-dimensional com-
posite image formed by combining an observation image
captured using the observation illumination light source and a
height image captured using the measurement light project-
ing unit.

Further, in a measurement microscope device according to
still another embodiment of the invention, the image connect-
ing unit may specify a predetermined region of the object as
a connected region to divide the connected region into a
plurality of sub regions, while respectively capturing by the
imaging unit a height image for connection and an observa-
tion image for connection including the connection margin
with respect to each of the sub regions, and may connect the
obtained plurality of height images for connection and obser-
vation images for connection, to generate a connected image
showing the connected region.

Moreover, a measurement microscope device according to
yet another embodiment of the invention may further include
a second measurement light projecting unit, as the measure-
ment light projecting unit, configured to irradiate the object
with second measurement light from a second direction dif-
ferent from the first direction, wherein the imaging conditions
set by the measurement-image imaging condition setting unit
include a measurement direction indicating a direction of the
measurement light and brightness of a measurement image.
With the above configuration, the direction of the measure-
ment light and the brightness of the measurement image are
adjusted separately from the observation image, whereby it is
possible to seek for high accuracy in height information with-
out affecting the appearance of the connected image.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the measurement
error region display unit may be configured to superimpose
and display a measurement error region, where a result of
measurement of the height by at least one of the first mea-
surement light projecting unit and the second measurement
light projecting unit is error in a state where the height image
for connection formed by projecting the measurement light in
the predetermined pattern is displayed on the display unit.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the imaging condi-
tions for the plurality of observation images for connection
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may be held uniform. With the above configuration, the imag-
ing condition of the measurement image is changed as appro-
priate while the imaging condition of the observation image is
held constant, whereby it is possible to obtain a connected
image having height information with high accuracy while
reducing a change in appearance.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the stage may be
configured to be manually movable. With the above configu-
ration, it is possible to reliably capture the images for con-
nection individually while manually moving the stage. More-
over, it is possible to capture the image for connection while
allowing the user to check the image each time, so as to reduce
an error in capturing the image for connection.

Further, a measurement microscope device according to
yet another embodiment of the invention may further include
a stage driving unit for automatically driving the stage. With
the above configuration, it is possible to obtain an advantage
of'avoiding a state where the user is required to stay beside the
measurement microscope device during the stage moving
operation, so as to seek labor saving and automation of the
operation. In particular, the operation of capturing a large
number of images for connection for obtaining the connected
image can be significantly reduced.

Further, in a measurement microscope device according to
yet another embodiment of the invention, an automatic image
connection mode may be executable in which the image
connecting unit moves the stage by the stage driving unit, and
automatically captures a plurality of height images for con-
nection and observation images for connection, to generate a
connected image. With the above configuration, in capturing
aplurality of images for connection, it is possible to obtain an
advantage of automating the stage moving operation which
takes time and avoiding a state where the user is required to
spend a long time beside the measurement microscope
device, so as to significantly save labor in capturing the con-
nected image.

Further, in a measurement microscope device according to
yet another embodiment of the invention, when the measure-
ment error region is included in any of the images for con-
nection captured in the automatic image connection mode, a
recovery mode for changing the measurement-image imag-
ing condition and recapturing all or part of the images for
connection may be executable. With the above configuration,
in the automatic image connection, even if capturing of the
measurement image of the image for connection partially
fails, recapturing only the measurement error region allows
generation of the connected image.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the image connect-
ing unit may be configured to specify a starting point and an
end point of the connected region in order to divide the
connected region into a plurality of sub regions.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the image connect-
ing unit may be configured to specify a starting point of the
connected region and a longitudinal length and a lateral
length of the connected region in order to divide the con-
nected region into a plurality of sub regions.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the image connect-
ing unit may be configured to specify a starting point of the
connected region and the numbers of observation images for
connection and height images for connection in order to
divide the connected region into a plurality of sub regions.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the measurement



US 9,291,450 B2

5

error region display unit may be configured to display an area
with insufficient measurement light without measuring the
height in a state where the measurement image formed by
projecting the measurement light in the predetermined pat-
tern is displayed on the display unit. With the above configu-
ration, the user can perform the measurement after changing
the imaging condition so as to measure a place of interest.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the measurement
error region display unit may be configured to distinguish and
display an area with insufficient measurement light by imple-
menting measurement on the height in a state where the
measurement image formed by projecting the measurement
light in the predetermined pattern is displayed on the display
unit. With the above configuration, after the height measure-
ment has been implemented and the measurement result
thereof has been checked, only when the place of interest has
not been properly measured, the imaging condition is
changed and remeasurement can be performed.

Further, in a measurement microscope device according to
yet another embodiment of the invention, the measurement-
image imaging condition may be adjusted in a state where the
measurement error region is displayed by the measurement
error region display unit on the observation image or the
measurement image displayed on the display unit, and in a
state where a height image acquired on the adjusted measure-
ment-image imaging condition is further displayed on the
display unit, the measurement error region is displayed by the
measurement error region display unit on the height image,
and the measurement-image imaging condition is readjusted,
to generate the height image again.

Further, in accordance with yet another embodiment of the
invention, there is provided an image generating method
using a measurement microscope device which includes a
first measurement light projecting unit configured to irradiate
an object with first measurement light from a first direction,
the unit being a measurement light projecting unit for pro-
jecting measurement light as predetermined pattern struc-
tured illumination to the object from an oblique direction, an
observation illumination light source for generating illumi-
nation light when capturing an observation image, an imaging
unit for acquiring measurement light projected by the first
measurement light projecting unit and reflected by the object
to capture a plurality of striped images, and using the obser-
vation illumination light source to capture an observation
image having texture information, a height image acquiring
unit for acquiring a height image having height information
based on the plurality of striped images, a stage on which the
object is placed, a display unit for displaying the height image
or the observation image, and a measurement unit for per-
forming measurement on the height image displayed on the
display unit, and the method may include the steps of: moving
the stage and capturing a different region including a connec-
tion margin by the imaging unit to acquire a height image for
connection and an observation image for connection; super-
imposing and displaying a measurement error region, where
a result of measurement of the height is error, on an image of
the object corresponding to each region for connecting the
height images for connection to one another; prompting, as
necessary, adjustment of an imaging condition to an imaging
condition that reduces the measurement error region in a state
where the measurement error region is displayed; acquiring a
height image for connection and an observation image for
connection on the set imaging condition; and connecting the
obtained plurality of height images for connection and obser-
vation images for connection, to generate a connected image.
Accordingly, a plurality of images each having high accuracy

20

25

35

40

45

55

6

but a narrow imageable visual field are captured while these
images are connected, whereby it is possible to obtain an
image with a wide visual field and high accuracy. In particu-
lar, by changing the imaging condition of the measurement
image not used as the texture image rather than the observa-
tion image used as a texture image, it is possible to avoid a
state where the appearance of the connected image changes
significantly with respect to each area, while eliminating the
measurement error region, so as to obtain a high quality
connected image.

Further, in accordance with yet another embodiment of the
invention, there is provided an operation program for a mea-
surement microscope device which includes a first measure-
ment light projecting unit configured to irradiate an object
with first measurement light from a first direction, the unit
being a measurement light projecting unit for projecting mea-
surement light as predetermined pattern structured illumina-
tion to the object from an oblique direction, an observation
illumination light source for generating illumination light
when capturing an observation image, an imaging unit for
acquiring measurement light projected by the first measure-
ment light projecting unit and reflected by the object to cap-
ture a plurality of striped images, and using the observation
illumination light source to capture an observation image
having texture information, a height image acquiring unit for
acquiring a height image having height information based on
the plurality of striped images, and a stage on which the object
is placed, wherein the program may cause a computer to
realize: a display function for displaying the height image or
the observation image; a measurement function for perform-
ing measurement on the height image displayed by the dis-
play function; an image connection function of moving the
stage and capturing a different region including a connection
margin by the imaging unit to acquire a height image for
connection and an observation image for connection, and
connecting the obtained plurality of height images for con-
nection and observation images for connection to generate a
connected image; a measurement error region display func-
tion of superimposing and displaying a measurement error
region, where a result of measurement of the height is error,
on an image of the object corresponding to each region for
connecting the height images for connection to one another;
and a function of prompting, as necessary, adjustment of an
imaging condition to an imaging condition that reduces the
measurement error region as necessary in a state where the
measurement error region is displayed by the measurement
error region display function. With the above configuration,
the operability in alignment of a comparison reference image
and a comparison target image is improved, and hence it is
possible to facilitate the alignment, while facilitating arrange-
ment of a profile line as a reference for performing a reference
measurement in the same position, so as to improve the oper-
ability in comparison measurement.

A computer-readable recording medium according to yet
another embodiment of the invention stores the above pro-
gram. The recording medium includes a magnetic disk, an
optical disk, a magneto-optical disk, a semiconductor
memory, and the other medium capable of storing the pro-
gram, such as a CD-ROM, a CD-R, a CD-RW, a flexible disk,
a magnetic tape, an MO, a DVD-ROM, a DVD-RAM, a
DVD-R, a DVD+R, a DVD-RW, a DVD+RW, a Blu-ray
(trade name), and an HD-DVD (AOD). Further, the program
includes, other than the program stored into the above record-
ing medium and distributed, the program in the form of being
distributed by downloading through a network line such as
the Internet. Moreover, the recording medium includes equip-
ment capable of recording the program, such as general-
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purpose or dedicated equipment mounted with the program in
the state of being executable in the form of software, firmware
or the like. Furthermore, each process and function included
in the program may be executed by program software execut-
able by a computer, or a process of each section may be
realized by a predetermined gate array (FPGA, ASIC, DSP)
or in a mixed form of hardware such as program software and
a partial hardware module that realizes an element of part of
hardware.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a measurement micro-
scope device according to one embodiment of the present
invention;

FIG. 2 is a block diagram showing a configuration of an
imaging unit of FIG. 1;

FIG. 3 is an image view showing one example of a GUI of
a measurement microscope device operation program;

FIG. 4 is an image view showing a state where a simple
mode has been selected in the GUI of the measurement micro-
scope device operation program;

FIG. 5 is an image view showing a state where a “Mea-
surement Image” button has been pressed in the state of FIG.
4;

FIG. 6 is an image view showing a state where an applica-
tion mode has been selected in the state of FIG. 4;

FIG. 7 is an image view showing a state where the “Mea-
surement Image” button has been pressed in the state of FIG.
4;

FIG. 8 is an image view showing a state where an image
display region is divided and displayed in the state of FIG. 7;

FIG. 9 is an image view showing a state where a measure-
ment direction, “Only Left-Side”, has been selected in the
state of FIG. 7,

FIG. 10 is a flowchart showing a procedure for acquiring a
height image by use of the measurement microscope device
operation program;

FIG. 11 is an image view showing an example of display-
ing a composite image with a ratio of an observation image
being 100%;

FIG. 12 is an image view showing an example of display-
ing a composite image with a ratio of a height image being
100%,

FIG. 13 is an image view showing a state where the display
has been switched from the state of FIG. 11 to the height
image;

FIG. 14 is an image view showing an example where an
image improvement panel is displayed;

FIG. 15 is an image view showing the state of selecting an
image quality of the height image in a “Measurement Mode”
selection field;

FIG. 16 is an image view showing the state of selecting
measurement light in a “Measurement Direction” selection
field;

FIG. 17 is an image view showing the state of setting an
imaging condition of the observation image by an observa-
tion-image imaging condition setting unit;

FIG. 18 is a flowchart showing a procedure for performing
measurement by use of the measurement microscope device;

FIG. 19 is a flowchart showing a detail of a procedure for
setting the observation-image imaging condition;

FIG. 20 is a flowchart showing a detail of the procedure for
setting the measurement-image imaging condition;

FIG. 21 is an image view showing a GUI screen of a
full-auto measurement screen of the measurement micro-
scope device operation program;
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FIG. 22 is an image view showing a GUI screen where the
full-auto function of FIG. 21 has been canceled;

FIG. 23 is an image view showing a GUI screen of the
application mode;

FIG. 24 is an image view showing a GUI screen of an
e-preview;

FIG. 25 is an image view showing a GUI screen for dis-
playing a composite image by the measurement microscope
device operation program;

FIG. 26 is an image view showing a GUI screen of a profile
measurement function of a three-dimensional image mea-
surement program;

FIG. 27 is an image view showing a GUI screen of an
average step measurement function;

FIG. 28 is an image view showing a GUI screen of a
volume/area measurement function;

FIG. 29 is an image view showing a GUI screen of a plane
measurement function;

FIG. 30 is an image view showing a GUI screen of a line
roughness measurement function;

FIG. 31is animage view showing a GUI screen of a surface
roughness measurement function;

FIG. 32 is an image view showing a GUI screen of a
comparison measurement function;

FIG. 33 is an image view showing a GUI for setting a
reference place;

FIG. 34 is an image view showing a GUI for performing
region setting in FIG. 33;

FIG. 35 is an image view showing a GUI screen of the
comparison measurement function where profile lines are
coupled with each other.

FIG. 36 is an image view showing a GUI screen of the
comparison measurement function where the profile lines
uncoupled with each other;

FIG. 37 is an image view showing a GUI of the comparison
measurement;

FIG. 38 is an image view showing a state where a height
image of FIG. 37 has been switched to a composite image;

FIG. 39 is a flowchart showing a procedure for performing
the comparison measurement;

FIG. 40 is a flowchart showing details of specification of a
comparison target image of FIG. 39 and an alignment process
thereon;

FIG. 41 is a flowchart showing a detail of a region speci-
fication process for the automatic alignment in FIG. 40;

FIG. 42 is an image view showing one example of a report;

FIG. 43 is an image view showing a dialog screen indica-
tive of one example of a template calling unit;

FIG. 44 is a flowchart showing a procedure for reproduc-
tion by creating a template;

FIG. 45 is an image view showing a GUI screen indicative
of a state where measurement data is open;

FIG. 46 is an image view showing a GUI screen of a
function guide;

FIG. 47 is an image view showing another example of the
profile measurement screen;

FIG. 48 is an image view showing a GUI screen of a profile
measurement result report screen;

FIG. 49 is an image view showing a GUI screen of a
template saving check screen;

FIG. 50 is a schematic diagram showing an example of
dividing a connected region into sub regions;

FIG. 51 is an image view showing a GUI for turning on/off
an image connection mode;

FIG. 52 is a flowchart showing a procedure for performing
manual image connection in a full-auto mode;



US 9,291,450 B2

9

FIG. 53 is an image view showing a state where the image
connection mode has been started from FIG. 51;

FIG. 54 is an image view displaying a composite image as
an image for connection;

FIG. 55 is an image view displaying an observation image
of the image for connection of FIG. 54;

FIG. 56 is an image view displaying a height image of the
image for connection of FIG. 54;

FIG. 57 is an image view showing a state where the image
for connection is intended to be superimposed;

FIG. 58 is an image view showing another state where the
image for connection is intended to be superimposed;

FIG. 59 is an image view showing a state where the image
for connection has been superimposed;

FIG. 60 is an image view showing one example of a con-
nected preview screen;

FIG. 61 is an image view showing the state of moving the
stage in order to capture a fourth image for connection;

FIG. 62 is an image view showing another example of a
connected preview screen;

FIG. 63 is an image view showing the state of adjusting the
position of the image for connection;

FIG. 64 is an image view showing a result of executing an
automatic position adjustment function from the state of FIG.
63;

FIG. 65 is an image view showing an observation image on
a connection result check screen;

FIG. 66 is an image view showing an example where the
screen has been switched from the connection result check
screen of FIG. 65 to a height image;

FIG. 67 is an image view showing a dialog of whether or
not the connection result will be opened by an analysis appli-
cation;

FIG. 68 is an image view showing a state where a con-
nected image generating operation has been opened as a
report;

FIG. 69 is a flowchart showing a procedure for performing
manual image connection in a semi-auto mode or the appli-
cation mode;

FIG. 70 is an image view showing an example of a mea-
surement-image imaging condition setting screen in the semi-
auto image connection mode;

FIG. 71 is an image view showing an example of an obser-
vation-image imaging condition setting screen in the semi-
auto image connection mode;

FIG. 72 is an image view showing an example of the
measurement-image imaging condition setting screen in the
application-mode image connection mode;

FIG. 73 is an image view showing a state where an e-pre-
view has been performed in FIG. 72;

FIG. 74 is an image view showing an example of an obser-
vation-image imaging condition setting screen in the appli-
cation-mode image connection mode;

FIG. 75 is a flowchart showing a procedure for performing
automatic image connection;

FIG. 76 is an image view showing an example of an obser-
vation-image imaging condition setting screen in an auto-
matic image connection mode;

FIG. 77 is an image view showing an automatic image
connection setting screen;

FIG. 78 is an image view showing one example of a con-
nected region specification screen;

FIG. 79 is an image view showing a state where “Starting
Point and Length” has been selected in a “Connected Region
Specitying Method” field;
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FIG. 80 is an image view showing a state where a “Starting
Point and Number of Images™ has been selected in the “Con-
nected Region Specifying Method” field;

FIG. 81 is an image view showing another example of the
connection result check screen;

FIG. 82 is an image view showing an example of switching
FIG. 81 to a height image;

FIG. 83 is an image view showing a connected region
specification screen; and

FIG. 84 is a view for explaining a principle of a triangula-
tion method.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Hereinafter, an embodiment of the present invention will
be described based on the drawings. However, the embodi-
ment shown below is to illustrate a measurement microscope
device, an image generating method, a measurement micro-
scope device operation program, and a computer-readable
recording medium, for embodying a technical idea of the
present invention, and the present invention does not specify
a measurement microscope device, an image generating
method, a measurement microscope device operation pro-
gram, and a computer-readable recording medium to those
described below. Further, the present specification is not to
specify materials shown in the claims to material in the
embodiment. In particular, dimensions, material properties, a
shape, a relative arrangement and the like of constituent com-
ponents described in the embodiment are not aimed at limit-
ing the range of the present invention thereto, but are mere
examples as long as a specific description is not particularly
provided. Note that a size and a positional relation of a mate-
rial shown in each figure may be emphasized for clarifying
the description. Further, in the following description, the
same name or numeral indicates an identical material or
materials having the same properties, and a detailed descrip-
tion thereof will be omitted as appropriate. Moreover, each
element constituting the present invention may be in an aspect
where a plurality of elements are configured by the same
material and the one material is thus used as the plurality of
element, or on the contrary, each element can be realized by a
function of one material being shared by a plurality of mate-
rials.

Moreover, in the present specification, a “height image” is
used in the meaning of an image including height informa-
tion, and for example, a three-dimensional composite image
formed by pasting an observation image as texture informa-
tion to a height image is also used in the meaning of an image
included in the height image. Furthermore, a display form of
the height image in the present specification is not limited to
one displayed in a two-dimensional form, but includes one
displayed in a three-dimensional form. For example, it is
possible to convert the height information to a luminance or
the like to display the height image as a two-dimensional
image, or display the height information as Z-axis informa-
tion to display the height image in a three-dimensional form.
First Embodiment

FIG. 1 is a block diagram showing a configuration of a
measurement microscope device according to a first embodi-
ment of the present invention. As shown in FIG. 1, a measure-
ment microscope device 500 is provided with an imaging unit
100, a control unit 200, a light source section 300 and a
display section 400.

(Imaging Unit 100)

A configuration of the imaging unit 100 of the measure-

ment microscope device 500 of FIG. 1 is shown in a block
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diagram of FIG. 2. The imaging unit 100 is, for example, a
microscope and includes a light projecting section 110, a light
receiving section 120, an illumination light output section
130, a stage 140 and a measurement control section 150. The
light projecting section 110 includes a measurement light
source 111, a pattern generating section 112, and a plurality of
lenses 113, 114 and 115. The light receiving section 120
includes a camera 121 and a plurality of lenses 122 and 123.
An object S is placed on the stage 140.

(Light Projecting Section 110)

The light projecting section 110 is arranged obliquely
above the stage 140. The imaging unit 100 may include a
plurality of light projecting sections 110. In the example of
FIG. 2, the imaging unit 100 includes two light projecting
sections 110. Here, there are arranged a first measurement
light projecting section 110A (right side in FIG. 2) capable of
irradiating the object S with measurement illumination light
from a first direction, and a second measurement light pro-
jecting section 110B (left side in FIG. 2) capable of irradiat-
ing the object S with measurement illumination light from a
second direction different from the first direction. The first
measurement light projecting section 110A and the second
measurement light projecting section 110B are arranged sym-
metrically with an optical axis of the light receiving section
therebetween. In addition, it is also possible to provide three
or more light projecting sections, or relatively move the
project section and the stage so as to project light with illu-
mination directions thereof made different even by use of the
common light projecting section. Further, although an illu-
mination angle of the illumination light with respect to the
vertical direction in which the light projecting section
projects light is fixed in this example, this angle can be made
variable.

(Measurement Light Source 111)

The measurement light source 111 of each of the first
measurement light projecting section 110A and the second
measurement light projecting section 110B is, for example, a
halogen lamp which emits white light. The measurement light
source 111 may be another light source such as a white LED
(light-emitting diode) which emits white light. Light (here-
inafter referred to as “measurement light) emitted from the
measurement light source 111 is appropriately collected by a
lens 113, and then incident on the pattern generating section
112.

The pattern generating section 112 is, for example, a DMD
(digital micromirror device). The pattern generating section
112 may be an LCD (liquid crystal display), an LCOS (Liquid
Crystal on Silicon: reflection liquid crystal element) or a
mask. The measurement light incident on the pattern gener-
ating section 112 is converted into a previously set pattern and
a previously set intensity (brightness), and then emitted. The
measurement light emitted by the pattern generating section
112 is converted by the plurality of lenses 114 and 115 into
light having a larger diameter than a visual field where the
light receiving section 120 can be observed and measured,
and then applied to the object S on the stage 140.

(Light Receiving Section 120)

The light receiving section 120 is arranged above the stage
140. The measurement light reflected by the object S to above
the stage 140 is collected to form an image by the plurality of
lenses 122 and 123 in the light receiving section 120, and then
received by the camera 121.

(Camera 121)

The camera 121 is, for example, a CCD (charge-coupled
device) camera including an imaging element 121a and a
lens. The imaging element 121« is, for example, a mono-
chrome CCD (charge-coupled device). The imaging element
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121a may be another imaging element such as a CMOS
(complementary metal oxide semiconductor) image sensor.
Measurement resolution of a color imaging element is low as
compared with that of the monochromic image element due
to the need for making respective pixels correspond to light
reception for red, green and blue, and the sensitivity deterio-
rates due to the need for providing a color filter in each pixel.
Hence, in the present embodiment, the monochrome CCD is
adopted as the imaging element and capturing is performed
by irradiation with illumination respectively corresponding
to RGB in a time-division manner from a below-mentioned
illumination light output section 130, to thereby acquire a
color image. With such a configuration, it is possible to
acquire a color image of the measured object without dete-
rioration in measurement accuracy.

Needless to say, the color imaging element may naturally
be used as the imaging element 121q. In this case, although
the measurement accuracy and the sensitivity deteriorate,
there is no need for the time-division irradiation with illumi-
nation corresponding to respective RGB from the illumina-
tion light output section 130, and a color image can be
acquired only by irradiation with white light, to thereby sim-
ply configure the illumination optical system. An analog elec-
tric signal (hereinafter referred to as “light-receiving signal™)
corresponding to a received light amount is outputted from
each pixel of the imaging element 121a to the measurement
control section 150.

(Measurement Control Section 150)

An A/D converter (analog/digital converter) and a FIFO
(First In First Out) memory, not shown, are mounted on the
measurement control section 150. A light-receiving signal
outputted from the camera 121 is sampled in a fixed sampling
period and converted into a digital camera by the A/D con-
verter on the measurement control section 150 based on con-
trol by the light source section 300. Digital signals outputted
from the A/D converter are sequentially stored into the FIFO
memory. The digital signals stored into the FIFO memory are
sequentially transferred to the control unit 200 as pixel data.
(Control Unit 200)

As shown in FIG. 1, the control unit 200 includes a CPU
(Central Processing Unit) 210, a ROM (Read Only Memory)
220, a working memory 230, a storage device 240, and an
operation section 250. A PC (personal computer) or the like is
used as the control unit 200. Further, the operation section
250 includes a keyboard and a pointing device. As the point-
ing device, a mouse, a joystick or the like is used.

A system program is stored into the ROM 220. The work-
ing memory 230 is configured by a RAM (Random Access
Memory), and used for processing various types of data. The
storage device 240 is configured by a hard disk or the like. A
measurement microscope device operation program and a
three-dimensional image measurement program are stored
into the storage device 240. Further, the storage device 240 is
used for saving various types of data such as pixel data pro-
vided from the measurement control section 150.

Further, a storage device functions as a relative position
storage unit. The relative position storage unit stores relative
position information in a plane direction of a plane measure-
ment tool with respect to an alignment image and relative
position information in a plane direction and a height direc-
tion of a height measurement tool with respect to an align-
ment image.

The CPU 210 generates image data based on the pixel data
provided from the measurement control section 150. Further,
the CPU 210 performs a variety of processing on the gener-
ated image data by use of the working memory 230, and
displays an image based on the image data on the display
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section 400. Moreover, the CPU 210 gives a driving pulse to
abelow-mentioned stage drive section 145. Further, this CPU
can also realize a height image acquiring unit 228, a measure-
ment image composition unit 211, a measurement error
region display unit 212, a three-dimensional image composi-
tionunit 213, an alignment unit 215, a magnification coupling
unit 216, a display position coupling unit 217, a template
generation unit 218, a template calling unit 219, a report
creation unit 222, an aligned image registration unit 223, a
template search unit 224, an image connecting unit 225, and
a remeasurement region setting unit 226, which will be
described later.

Here, the height image acquiring unit 228 acquires a height
image having height information based on a plurality of
striped images. Further, the measurement image composition
unit 211 combines a height image that is calculated from a
first measurement image captured using the first measure-
ment light projecting unit and a height image that is calculated
from a second measurement image captured using the second
measurement light projecting unit, with respect to the same
object, to generate one composite height image. Further, the
measurement error region display unit 212 is a material for
superimposing and displaying a measurement error region
where a measurement result is error, in a state where a mea-
surement image is displayed on the display unit. Moreover,
the alignment unit 215 is a material for moving or rotating an
image such that a comparison target image and a comparison
reference image have the same postures on the display section
400. On the other hand, the magnification coupling unit 216 is
a material to serve such that, when a display magnification of
one of the comparison reference image and the comparison
target image is changed, a display magnification of the other
image is similarly changed along with the above change. The
display position coupling unit 217 is a material to serve such
that, when a display position of one of the comparison refer-
ence image and the comparison target image is changed, a
display position of the other image is similarly changed along
with the above change. The template generation unit 218 is a
material for saving as a template a measurement-image imag-
ing condition held into the working memory 230. The tem-
plate calling unit 219 is a material for selecting one or more
desired templates saved in a template storage unit. The report
creation unit 222 is a material for automatically creating a
report displaying a measurement result of a measurement
process performed on the height image by a measurement
unit 214. The aligned image registration unit 223 is a material
for registering as an alignment image a predetermined region
in a template, which is the basis of a template generated by the
template generation unit 218, at the time of saving this tem-
plate in the template storage unit. The template search unit
224 is a material for searching a template consistent with or
approximate to a predetermined condition out of a plurality of
templates saved in the template storage unit. The image con-
necting unit 225 is a material for connecting a plurality of
images captured in different positions to generate a connected
image showing a wider connected region. The remeasure-
ment region setting unit 226 is a material for changing a
measurement-image imaging condition to make the setting
for recapturing the whole or part of the images for connection
which has failed to be captured.

As described above, the CPU 210 uses different units for
realizing a variety of functions. Needless to say, it is not
limited to the configuration of one material serving as a plu-
rality of units, and it is possible to provide a plurality of
materials, or respectively separate materials, for realizing
respective units and functions.
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(Display Section 400)

The display section 400 is a material for displaying a
striped image acquired by the imaging unit 100, a height
image generated by the height image acquiring unit 228 based
on the striped image, or an observation image captured by the
imaging unit 100. The display section 400 is configured, for
example, by an LCD panel or an organic EL (electrolumines-
cent) panel.

(Stage 140)

In FIG. 2, two directions, which are orthogonal to each
other within a plane (hereinafter referred to as “placing sur-
face”) on the stage 140 to be placed with the object S, are
defined as an X-direction and a Y-direction and respectively
indicated by arrows X and Y. A direction orthogonal to the
placing surface of the stage 140 is defined as a Z-direction and
indicated as an arrow Z. A direction rotating around an axis
parallel to the Z-direction is defined as a 0-direction, and
indicated by an arrow 6.

The stage 140 includes an XY stage 141, a Z stage 142 and
a 0 stage 143. The XY stage 141 has an X-directional move-
ment mechanism and a Y-directional movement mechanism.
The 7 stage 142 has a Z-directional movement mechanism.
The 0 stage 143 has a 0-directional rotation mechanism. The
stage 140 is configured by the XY stage 141, the Z stage 142
and the 0 stage 143. Moreover, the stage 140 further includes
a fixed material (cramp), not shown, which fixes the object S
to the placing surface. The stage 140 may further include a tilt
stage having a mechanism rotatable around an axis parallel to
the placing surface.

Stepping motors are used respectively for the X-directional
movement mechanism, the Y-directional movement mecha-
nism, the Z-directional movement mechanism and the 6-di-
rectional rotation mechanism of the stage 140. The X-direc-
tional movement mechanism, the Y-directional movement
mechanism, the Z-directional movement mechanism and the
0-directional rotation mechanism of the stage 140 may be
driven by a stage operation section 144 or a stage drive section
145 of FIG. 1.

By manually operating the stage operation section 144, the
user can move the placing surface of the stage 140 in the
X-direction, the Y-direction or the Z-direction, or rotate it in
the -direction, relatively to the light receiving section 120.
The stage drive section 145 supplies a current to the stepping
motor of the stage 140 based on a driving pulse given from the
control unit 200, and can thereby move the placing surface of
the stage 140 in the X-direction, the Y-direction or the Z-di-
rection, or rotate it in the 6-direction, relatively to the light
receiving section 120.

Here, as shown in FIG. 2, a relative positional relation of
the light receiving section 120, the light projecting section
110 and the stage 140 is set such that a central axis of each of
the right-side and left-side light projecting sections 110 and a
central axis of the light receiving section 120 intersect with
each other on a focused flat surface of the stage 140 where
light is most focused. Further, since the center of the rota-
tional axis in the 0-direction agrees with the central axis of the
light receiving section 120, when the stage 140 is rotated in
the 6-direction, the object S is rotated around the rotational
axis within the visual field without deviating from the visual
field. Moreover, the X, Y, and 6-directional movement/rota-
tion mechanisms and the tilt movement mechanism are sup-
ported with respect to the Z-directional movement mecha-
nism. That is, it is configured that the central axis of the light
receiving section 120 and the movement axis in the Z-direc-
tion are not displaced even when the stage 140 is in the state
of being rotated in the 6-direction or being tilted. With this
stage mechanism, even in a state where the position or the
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posture of the object S has been changed, it is possible to
move the stage 140 in the Z-direction and capture a plurality
of images at different focus points, so as to combine the
images. While the description has been given by taking as one
example the electric stage drivable by the stepping motor in
the present embodiment, the stage may be a manual stage that
can be moved only by hand.

(Light Source Section 300)

The light source section 300 includes a control board 310
and an observation illumination light source 320. The control
board 310 is mounted with a CPU, not shown. The CPU of'the
control board 310 controls the light projecting section 110,
the light receiving section 120 and the measurement control
section 150 based on a command from the CPU 210 of the
control unit 200. Note that this configuration is one example,
and another configuration may be formed. For example, the
light projecting section 110 and the light receiving section
120 may be controlled by the measurement control section
150, or the light projecting section 110 or the light receiving
section 120 may be controlled by the control unit 200, and the
control board may be omitted. Alternatively, this light source
section 300 can be provided with a power supply circuit for
driving the imaging unit 100.

(Observation Illumination Light Source 320)

The observation illumination light source 320 includes
three colors of LEDs that emit red light, green light and blue
light, for example. Controlling a luminance of light emitted
from each LED allows generation of light of an arbitrary color
from the observation illumination light source 320. Light
(hereinafter referred to as “illumination light”) generated
from the observation illumination light source 320 is output-
ted from an illumination light output section 130 of the imag-
ing unit 100 through the light-guiding material (light guide).
Note that, as the observation illumination light source, a light
source other than the LED, such as a semiconductor laser
(LD), halogen light or an HID, may be used as appropriate. In
particular, when an element imageable in color is used as the
imaging element, a white light source can be used for the
observation illumination light source.

The object S is irradiated with the illumination light out-
putted from the illumination light output section 130 by
switching among the red light, the green light and the blue
light in a time-division manner. It is thereby possible to com-
bine observation images respectively captured by these RGB
light, so as to obtain a color observation image and display it
in the display section 400.

In displaying the color observation image as described
above, when a switch frequency for switching the color of the
illumination light is matched with a frame rate at the time of
updating display contents (rewriting the screen) on the dis-
play section 400, flickering becomes obvious in the case of
the frame rate being low (e.g. the order of several Hz). In
particular, when the color is conspicuously switched among
the RGB primary colors, this may annoy the user. The prob-
lem like this can be avoided by making a switch frequency,
with which the RGB illumination light is switched, a high
speed to such a degree as to be unrecognizable by the user
with the eyes (e.g. several hundred Hz). The color of the
illumination light is switched by the illumination light output
section 130 or the like. Further, the timing for actually cap-
turing the object S by the imaging unit 100 while switching
RGB of'the illumination light at a high speed is the timing for
updating the display contents of the display section 400. That
is, the timing for capturing the observation image and the
timing for switching the illumination light need not to be
completely matched with each other, but may be linked to
each other to such a degree that the RGB observation images
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can be captured by the imaging element, in other words, such
that a switching period for the RGB illumination light is a
multiple of an imaging period. With this method, it is possible
to accelerate the timing for switching the illumination light,
s0 as to reduce annoyance of the user without improving the
frame rate processible by the imaging element 121a.

Inthe example of FIG. 1, the observation illumination light
source 320 is arranged in the light source section 300, as an
external attachment to the imaging unit 100. This facilitates
improvement in quality of observed light supplied from the
observation illumination light source 320. For example, since
light distribution property among the LEDs of RGB consti-
tuting the observation illumination light source 320 is differ-
ent, when the RGB observation images are respectively cap-
tured by the monochrome imaging element 121a, color
irregularities occur within a visual field if nothing is done.
Thereat, dedicated optical systems in accordance with the
light distribution properties of the respective LEDs are indi-
vidually prepared and combined, to absorb the difference in
light distribution property and generate uniform white illu-
mination without color irregularities, which can then be intro-
duced to the imaging unit 100. Further, it is possible to avoid
a state where heat generation of the observation illumination
light source 320 affects the optical system of the imaging unit
100. It is also possible to provide the observation illumination
light source in the imaging unit by using an observation
illumination light source with a small heating value, or pro-
viding an appropriate heat radiation mechanism on the imag-
ing unit side, or by some other way. In this case, it is possible
to obtain the advantage of eliminating the need for a light-
guiding material for optically connecting the light source
section with the imaging unit, so as to simplify the configu-
ration.

Although the measurement light projecting unit is inte-
grated with the measurement light source in the example of
FIG. 1, the light source of the measurement light projecting
unitis not limited to the configuration of being provided in the
imaging unit, but can be an external attachment. For example,
the light source of the measurement light projecting unit and
the observation illumination light source can be arranged
together in the light source section.

The illumination light output section 130 of FIG. 2 has a
ring shape, and is arranged above the stage 140 so as to
surround the light receiving section 120. The object S is
irradiated with illumination light in the ring shape from the
illumination light output section 130 such that a shadow is not
generated.

(Example of GUI of Measurement Microscope Device
Operation Program)

In the measurement microscope device, an operation pro-
gram for operating the measurement microscope device 500
has been installed in the PC as the control unit 200. A GUI
(Graphical User Interface) for operating the measurement
microscope device operation program is displayed on the
display section 400. FIG. 3 shows one example of such a GUI
screen. In this example, in the display section 400, a first
measurement image S1 of the object S irradiated with the first
measurement light from the first measurement light project-
ing section 110A and a second measurement image S2 of the
object S irradiated with the second measurement light from
the second measurement light projecting section 110B are
displayed so as to be arranged side by side. These first mea-
surement image S1 and second measurement image S2 are
images based on which the height image is computed and
generated by the height image acquiring unit 228, and do not
yet have height information at this time. In this example, a
first display region 416 and a second display region 417 are
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provided respectively on the right side and the left side of an
image display region 410 provided on the left side of the
display section 400. With such a two-screen display, the states
of the measurement images obtained by the respective mea-
surement light, in particular, shaded regions and the like, can
be checked as being compared with each other. Note that the
example of dividing the image display region is not limited to
the configuration of images displayed on the right and left as
described above, but an arbitrary configuration can be used as
appropriate, such as a configuration of vertically aligned
images or a configuration of images as being different
screens.

(Measurement Light Brightness Individual Adjustment Unit
442)

In an operation region 420 of the display section 400, two
brightness adjustment sliders 444 and 446 are provided as a
measurement light brightness individual adjustment unit 442.
The brightness adjustment sliders 444 and 446 adjust bright-
ness of the respective measurement light projecting units by
means of sliders respectively movable in the horizontal direc-
tion. Here, the first measurement light projecting section
110A and the second measurement light projecting section
110B are made individually adjustable by the brightness
adjustment sliders 444 and 446, respectively. A position of the
brightness adjustment slider 444 corresponds to brightness of
the measurement light emitted from the first measurement
light projecting section 110A or camera exposure time at the
time of shooting an image by the measurement light from the
first measurement light projecting section 110A. Further, a
position of the brightness adjustment slider 446 corresponds
to brightness of the measurement light emitted from the sec-
ond measurement light projecting section 110B or camera
exposure time at the time of shooting an image by the mea-
surement light from the second measurement light projecting
section 110B. By operating the operation region 420 provided
in the GUI by means of the operation section 250 of the
control unit 200 of FIG. 1 to move the brightness adjustment
slider 444 in the horizontal direction, the user can change the
brightness of the measurement light emitted from the first
measurement light projecting section 110A or the camera
exposure time corresponding to the first measurement light
projecting section 110A. Similarly, by operating the opera-
tion section 250 to move the brightness adjustment slider 446
in the horizontal direction, the user can change the brightness
of the measurement light emitted from the second measure-
ment light projecting section 110B or the camera exposure
time corresponding to the second measurement light project-
ing section 110B.

As described above, in the image display regions 410,
images of the object S in the case of being irradiated with the
measurement light respectively from the first measurement
light projecting section 110A and the second measurement
light projecting section 110B can be displayed so as to be
arranged side by side. Hence, by respectively moving the
positions of the brightness adjustment sliders 444 and 446
while viewing the images of the object S displayed on the
image display region 410, the user can appropriately adjust
the brightness of the measurement light emitted from each of
the first measurement light projecting section 110A and the
second measurement light projecting section 110B or the
camera exposure time corresponding to each of the light
projecting sections.

Further, there may be a correlation between the appropriate
brightness of the measurement light emitted from each of the
first measurement light projecting section 110A and the sec-
ond measurement light projecting section 110B and the
appropriate brightness of the illumination light emitted from
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the illumination light output section 130, or between the
camera exposure time corresponding to each of the illumina-
tion. In this case, the brightness of the measurement light
emitted from each of the first measurement light projecting
section 110A and the second measurement light projecting
section 110B or the camera exposure time corresponding to
each of the light projecting sections may be automatically
adjusted based on the brightness of the illumination light
emitted from the illumination light output section 130 or the
camera exposure time corresponding to the illumination light.

Alternatively, an adjustment guide may be displayed on the
display section 400, the guide serving to make the brightness
of the measurement light emitted from each of the first mea-
surement light projecting section 110A and the second mea-
surement light projecting section 110B or the camera expo-
sure time corresponding to each of the light projecting
sections appropriate based on the brightness of the illumina-
tion light emitted from the illumination light output section
130 or the camera exposure time corresponding to the illumi-
nation light. In this case, by respectively moving the positions
of'the brightness adjustment sliders 444 and 446 based on the
adjustment guide, the user can appropriately adjust the bright-
ness of the measurement light emitted from each of the first
measurement light projecting section 110A and the second
measurement light projecting section 110B or the camera
exposure time corresponding to each of the light projecting
sections.

When the light irradiation direction varies, the light reflec-
tion direction also varies, and hence the brightness of the
image obtained as a result varies depending on the light
irradiation direction even when the same area is irradiated.
That is, the brightness of the measurement light or the expo-
sure time for the imaging element, which is suitable for the
measurement, varies depending on the irradiation direction.
In the present embodiment, the brightness of each of the
images which have been captured by irradiation with the light
from the plurality of light projecting sections, the first mea-
surement light projecting section 110A and the second mea-
surement light projecting section 110B, is made individually
adjustable. Hence, it is possible to set the appropriate bright-
ness of the measurement light or exposure time with respect
to each irradiation direction. Further, since the image with its
brightness under adjustment is displayed while being updated
in the image display region 410, it is possible to adjust the
brightness while checking the image after the adjustment. At
this time, it is also possible to more clearly display whether or
not the brightness has been adjusted appropriately for the user
by distinguishably displaying a portion being so bright as to
be over-exposed and a portion being so dark as to be under-
exposed in the image displayed on the image display region
410.

(Measurement Image Composition Unit 211)

Returning to FIG. 1, the measurement image composition
unit 211 of the control unit 200 combines the first measure-
ment image acquired by the imaging unit 100 by use of the
first measurement light projecting section 110 A and the sec-
ond measurement image acquired by the imaging unit 100 by
use of the second measurement light projecting section 110B,
with respect to the same object S, to generate one composite
height image. As a method for generating the composite
height image, for example, the image can be configured using
a pixel of a higher pixel value out of pixels to which the first
measurement image and the second measurement image cor-
respond (maximum measurement image). Alternatively, the
image may be configured using an average of pixel values of
the pixels to which the first measurement image and the
second measurement image correspond (average measure-
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ment image). Alternatively, the image can also be configured
using a pixel of a lower pixel value out of the pixels to which
the first measurement image and the second measurement
image correspond (minimum measurement image).
(Measurement Error Region Display Unit 212)

The measurement error region display unit 212 superim-
poses and displays a measurement error region where a mea-
surement result obtained by either the first measurement light
projecting section 110A and the second measurement light
projecting section 110B is error, in a state where the compos-
ite height image generated by the measurement image com-
position unit 211 is displayed on the display section 400 (see
FIG. 8 and the like described later).

(Measurement Error Region)

Here, the measurement error region includes an unmeasur-
able region where a height measurement itself cannot be
performed, a saturated region where the measurement can be
performed but the obtained data is saturated and the accuracy
is thus poor, and an interpolation region which cannot be
measured but can be interpolated by means of ambient infor-
mation. As opposed to this, a region where the height infor-
mation is measurable is referred to as a normal region.
(Unmeasurable Region)

The unmeasurable region refers to a region which is shaded
by the measurement light by either measurement light pro-
jecting unit and in which data, namely, the luminance of the
reflected light, cannot be acquire by the imaging unit 100. By
distinguishing the region from the normal region in this man-
ner, the region not measurable by either measurement light
projecting unit can be grasped as distinguished from the
region measurable by either measurement light projecting
unit, so as to contribute to the user performing the setting
operation for the measurement-image imaging condition.
(Saturated Region)

Further, the saturated region refers to a region where the
luminance of the reflected light of the measurement light
which is detected by the imaging unit 100 is saturated by
either measurement light projecting unit. Note that, even if
the luminance level of the reflected light is saturated, some
degree of the measurement result is obtained when turning-
on/off of the reflected light can be distinguished. However,
the data reliability is inferior as compared with a point where
the luminance is not saturated. This may cause deterioration
in accuracy at the time of the measurement, and hence the
region is distinguished from the normal region.
(Interpolation Region)

Moreover, the interpolation region refers to a region where
the height information is not measurable but the interpolation
is possible using luminance information of other pixels
located around the pixel. In addition, to what degree of range
the ambient pixels are used is previously defined. Further, for
example, the user may be allowed to arbitrarily specify the
number of ambient pixels to be used.

Although the interpolation region and the saturated region
are both inferior to the normal region in terms of reliability of
the height information, the height information of a sort can be
obtained therein, and hence these regions can be used depend-
ing on the purpose of the use. Further, not only when the
measurement is performed but when a measurement image is
displayed, for example, these regions can be used as appro-
priate since displaying an image of some sort facilitates
grasping of the image rather than displaying a partially miss-
ing image.

Moreover, the unmeasurable region is not limited to these
regions, but may be a region including multiple reflection,
penetration of light, or the like. It should be noted that in the
present specification, the “region” is not necessarily limited
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to a linear shape or a planar shape having a certain area, but
may be used in the meaning of including a point or a set of
points.

Moreover, the measurement error region display unit 212 is
capable of highlighting the unmeasurable region, the satu-
rated region or the interpolation region in each different
aspect, and superimposing and displaying it on the display
section 400. Hence the region where the measurement is not
possible, the region where the measurement is possible but
saturation occurs and the accuracy is thus poor, or the inter-
polated region can be visually grasped as distinguished from
the normal region, so as to contribute to the user performing
the setting operation for the measurement-image imaging
condition. Even when a shadow or a saturated measurement
error point is identified by means of one measurement light
projecting unit, it has not hitherto been possible to distinguish
whether it is a case where there is no problem of forming a
composite height image and leaving the measurement error
point as it is since it can be properly measured by the other
measurement light projecting unit, or a case where it cannot
be measured by the other measurement light projecting unit
and cannot be properly measured even using the composite
height image. As opposed to this, according to the present
embodiment, when a plurality of measurement light project-
ing units are used, it is possible to specifically identify on the
composite height image on one screen which part has become
measurable and which part remains unmeasurable, while
reducing a region that becomes unmeasurable, thereby facili-
tating adjustment of the measurement-image imaging condi-
tion so as to reduce the unmeasurable region and dramatically
improving the usability of the user. The measurement error
region display unit 212 can superimpose and display as the
saturated region a region where data measured by the first
measurement light projecting section 110A or the second
measurement light projecting section 110B is saturated in a
different aspect from the unmeasurable region, in a state
where the composite height image generated by the measure-
ment image composition unit 211 is displayed on the display
section 400.

As described above, information regarding the region mea-
surable by a plurality of measurement light projecting units
and the region unmeasurable thereby can be gathered on one
screen and displayed in the aspect of facilitating visual grasp-
ing, so as to contribute to the setting and adjustment of the
measurement-image imaging condition.

Although the example has been described where the mea-
surement error region is superimposed and displayed by the
measurement error region display unit 212 on a composite
height image SG, the present invention is not limited thereto,
and the measurement error region can be superimposed and
displayed on each of the first measurement image and the
second measurement image. For example, in a below-men-
tioned example of FIG. 9, the unmeasurable region and the
saturated region are superimposed and displayed on the first
measurement image S1 obtained only by the second measure-
ment light projecting section 110B. As described above, other
than simply displaying the unmeasurable region and the satu-
rated region generated by the single measurement light pro-
jecting unit, a measurement result obtained by the other mea-
surement light projecting unit is also added and only the
region unmeasurable or saturated by either measurement
light projecting unit can be highlighted and displayed as in the
case of the above composite height image, so as to facilitate
appropriate adjustment of the setting of the measurement-
image imaging condition.

Further, although the example has been described above
where the unmeasurable region or the saturated region is
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superimposed and displayed on the measurement image by
the measurement error region display unit 212, the present
invention is not limited thereto, and the unmeasurable region
or the saturated region can be similarly superimposed and
displayed on the observation image.

Moreover, although the region having become an unmea-
surable point, a saturated point or an interpolated point due to
either measurement light projecting unit is displayed as the
unmeasurable region or the saturated region in the above
example, this can also be displayed while distinguishing
which measurement light projecting unit has caused the
region to become the unmeasurable point or the saturated
point. For example, a first unmeasurable region made unmea-
surable by the first measurement light projecting section
110A is displayed in light red, and a second unmeasurable
region made unmeasurable by the second measurement light
projecting section 110B is displayed in dark red. Similarly,
the measurement image is colored by the measurement error
region display unit 212 such that a first saturated region
saturated by the first measurement light projecting section
110A is displayed in light yellow, and a second saturated
region saturated by the second measurement light projecting
section 110B is displayed in dark yellow. Moreover, such a
highlighting process where the measurement light projecting
units are distinguished can be performed on the composite
height image SG other than being performed on the first
measurement image and the second measurement image. In
this manner, the unmeasurable region and the saturated region
can be visually distinguished, and can be referenced in adjust-
ment of how to place the object S or how to apply the mea-
surement light, and the like.

For example, at the time of adjusting the brightness of the
first measurement image by the first measurement light pro-
jecting section 110A, by respectively displaying the first
unmeasurable region and the first saturated region which are
shaded and saturated due to the first measurement light pro-
jecting section 110A in dark red and dark yellow, while
respectively displaying the second unmeasurable region and
the second saturated region due to the second measurement
light projecting section 110B in light red and light yellow, a
region measurable by the other measurement light projecting
unit (here the second measurement light projecting section
110B), in other words, a region that compensates the defect of
the first measurement image, is added, and an environment is
provided which facilitates adjustment to optimize the mea-
surement-image imaging condition so as to reduce the
unmeasurable or saturated region.

Needless to say, each of the colors colored by the measure-
ment error region display unit 212 in the foregoing embodi-
ment is one example, and other colors can be used as appro-
priate. Further, the measurement error region display unit 212
is not limited to the aspect of highlighting the measurement
error region, but is also capable of making the region invis-
ible. Although the measurement image composition unit 211,
the measurement error region display unit 212 and the below-
mentioned three-dimensional image composition unit 213
are the units of the CPU in the control unit 200 in the example
of FIG. 1, the present invention is not limited to this configu-
ration, and these units can be configured by dedicated mate-
rials.

(Measurement Microscope Device Operation Program)

As described above, in the example of FIG. 1, the operation
program for operating the measurement microscope device
500 has been installed in the PC as the control unit 200. In a
state where this measurement microscope device operation
program is executed and a GUI screen thereof'is displayed on
the display section 400, the user operates a mouse or a key-
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board as an operation section to set a variety of conditions,
and can thus acquire a height image having height informa-
tion. FIGS. 3 and 4 to 9 each show a user interface (GUI)
screen of the measurement microscope device operation pro-
gram. In these figures, FIG. 4 is an image view showing a state
where a simple mode has been selected in the GUI of the
measurement microscope device operation program, FIG. 5
is an image view showing a state where a “Measurement
Image” button 428 has been pressed in the state of FIG. 4,
FIG. 6 is an image view showing a state where an application
mode has been selected in the state of FIG. 4, FIG. 7 is an
image view showing a state where the “Measurement Image”
button 428 has been pressed in the state of FIG. 6, FIG. 8 is an
image view showing a state where the image display region
410 is divided and displayed in the state of FIG. 7, and FIG. 9
is an image view showing a state where a measurement direc-
tion, “Only Left-Side”, has been selected in the state of FIG.
7. Moreover, on each GUI screen, the image display region
410 for displaying the measurement image, the height image
and the observation image is provided, and on the right side of
the image display region 410, the operation region 420 is
provided which collectively includes buttons for performing
a variety of operations and the like.

(Image Display Region 410)

On the image display region 410, the observation image,
the measurement image and the height image can be dis-
played. In particular, other than displaying the acquired and
captured height image and the observation image with high
resolutions, it is possible to simply capture a preview image of
an observation image which is to be obtained in the case of
capturing the object S as the object to be captured on the
currently set observation-image imaging condition, or com-
puting a preview image of a height image which is to be
obtained in the case of capturing the object S on the currently
set measurement-image imaging condition, and display the
preview image on the display section 400. Further, when a
change is made in the observation-image imaging condition
or the measurement-image imaging condition, the preview
image is updated in real time in accordance with the change,
and hence the user can perform the setting operation for the
observation-image imaging condition or the measurement-
image imaging condition while comparing and referencing to
changes in height image and observation image displayed on
the image display region 410 before and after the setting. That
is, as being able to immediately reflect and check the cur-
rently set parameter and a picture image which is to be
obtained when captured at the position of the object S, it is
possible to facilitate setting of the observation-image imag-
ing condition or the measurement-image imaging condition
visually in line with a picture image desired by the user.

Here, the observation image in the present specification
means a simply captured preview image and an image cap-
tured on a normal condition. On the other hand, as for the
height image, a plurality of striped images are captured by the
stripe projection method using striped measurement light
projected in accordance with a predetermined structured
measurement light pattern and these images are analyzed by
the height image acquiring unit 228, to generate a height
image having height information. Here, in order to obtain a
high-definition height image, it is necessary to obtain a
striped image in a state where the object is irradiated with the
measurement light at all points of the surface thereof to the
extent possible. In other words, it is desirable to bring the
image into a state where generation of shadows is minimized
while the measurement light is projected. For this reason, in
order to estimate a shadow generated region, all-projection,
which is projection of light to the object with all pixels in an
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on-state, is performed by the pattern generating section 112,
to obtain a measurement image, and the obtained image is
displayed on the display section. This measurement image is
a preview image only for checking how the shadow is gener-
ated and the like so as to properly capture the striped image
and further to properly acquire the height image. Moreover,
the measurement image itself does not have height informa-
tion since it is in a state before normal imaging. However, it is
effective as the preview image for properly obtaining the
height image. In particular, since a shadow is hard to view in
the single striped image due to its striped pattern and the like,
at the time of capturing a striped image required for generat-
ing the height image, it is effective to display the measure-
ment image and check the imaging condition in accordance
with how the image is viewed. Since the imaging condition
for capturing the striped image is substituted by the measure-
ment image at the time of generating the height image, it is
herein referred to as a measurement-image imaging condi-
tion.

(Division Display Function)

Further, the display section 400 is provided with a division
display function, and the image display region 410 can be
divided into two or more screens other than the aspect of
displaying one image. For example, in the example of FIG. 8,
afirst division display region 411 having a slightly wider area
is provided on the left side of the image display region 410,
and the right side of the image display region 410 having a
slightly narrower area is vertically divided into two sections,
i.e., a second division display region 412 and a third division
display region 413. An aspect ratio of each of the first division
display region 411 to the third division display region 413 is
preferably the same. Further, at this time, the first division
display region 411 is provided with masks on the top and the
bottom so as to adjust the aspect ratio thereof to be the same
as the aspect ratios of the second division display region 412
and the third division display region 413.

In order to divide and display the image display region 410,
for example, as shown in FIG. 7, a “3D Scan” tab 421 is
selected by an image mode switching unit, an “Expert” button
425 is selected by a measurement image acquiring mode
selection unit, and a “Manual” button in a “Measurement
Brightness Adjustment” field 440 is selected in the state
where “Both Sides” is selected in a “Measurement Direction”
selection field 470. Hence, the screen is divided into three
screens and displayed as shown in FIG. 8. Further, when an
“Auto” button is selected in the “Measurement Brightness
Adjustment” field 440, the division display is canceled, and
the image display region 410 returns to the one-screen display
as shown in FIG. 7. Further, each division region can be added
with a type display field 415 displaying a type of an image on
display. In the example of FIG. 8, a type such as “Right/Left
Composition”, “Left-Side Light Projection” or “Right-Side
Light Projection” is displayed in characters as the type dis-
play field 415 in the upper left of each division display region,
to facilitate identification of each image. Further, an icon
indicating the direction of the measurement light may be
displayed on the type display field 415 on top of, or in place
of, the character string. In the example of FIG. 8, on the left
side of the character string, the icon is displayed which illus-
trates the measurement light projecting unit and extension of
the measurement light projected therefrom, thus facilitating
the user’s visual understanding of display contents of each
division display region.

Note that the aspect of dividing the image display region
into three sections is not limited to the foregoing example, and
a variety of aspects can be used as appropriate, such as uni-
formly dividing the image display region into three sections
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to respectively display the composite height image, the first
measurement image and the second measurement image, or
displaying the respective measurement images in separate
windows.

Inthe example of FIG. 8, the composite height image SG of
the object S is displayed on the first division display region
411, and the second measurement image S2 and the first
measurement image S1 of the same object S are respectively
displayed on the second division display region 412 and the
third division display region 413. In order to display each
image while updating it in real time, the object S is alterna-
tively irradiated with the measurement light from the first
measurement light projecting section 110A and the second
measurement light projecting section 110B so as to switch the
measurement light. An image of the object S in the case of
irradiation with the measurement light from the second mea-
surement light projecting section 110B is displayed on the
second division display region 412. An image of the object S
in the case of irradiation with the measurement light from the
first measurement light projecting section 110A is displayed
on the third division display region 413. This allows the user
to distinguish and identify the images of the object S in the
case of irradiation with the measurement light respectively
from the first measurement light projecting section 110A and
the second measurement light projecting section 110B. The
frequency of switching of the measurement light is, for
example, in the order of several Hz to several tens of Hz.
(Operation Region 420)

The operation region 420 is provided with buttons, slide
bars, input fields and the like for performing a variety of
settings and operations. Further, selecting and changing a
variety of modes can change buttons displayed in accordance
therewith. Note that arrangements of buttons shown below
are exemplary, and the buttons can be arranged in arbitrary
aspects.

(Image Mode Switching Unit)

Inthe measurement microscope device operation program,
switching is possible by the image mode switching unit
between an observation image acquiring mode for capturing
the observation image of the object S and a measurement
image acquiring mode for acquiring the measurement image
of the object S. In this example, a “Microscope” tab 422
collectively including buttons regarding the observation
image acquiring mode and a “3D Scan” tab 421 collectively
including buttons regarding the measurement image acquir-
ing mode are provided as the image mode switching unit, and
by selecting a desired tab, the image mode can be switched to
the observation image acquiring mode or the measurement
image acquiring mode.

(Measurement Image Acquiring Mode Selection Unit)

In this measurement microscope device operation pro-
gram, setting of the measurement-image imaging condition
can be switched between a simple mode for allowing even a
novice user to easily set the measurement-image imaging
condition and an application mode for allowing the user to set
a more detailed measurement-image imaging condition.
Therefore, the measurement image acquiring mode selection
unit for selecting the simple mode or the application mode is
provided in the upper section of a tab of each image mode in
the operation region 420. In the example of FIG. 4, as the
measurement image acquiring mode selection unit, a “1 Shot-
3D” button 424 for selecting the simple mode and an “Expert”
button 425 for selecting the application mode are provided.
(Image Switching Unit)

Further, an image switching unit capable of switching the
image on display between the observation image and the
measurement image is provided in the lower section of the
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measurement image acquiring mode selection unit. In this
example, when an “Observation Image” button 427 is pressed
as the image switching unit, the observation image which has
been captured using the observation illumination light source
is displayed on the image display region 410, or when the
“Measurement Image” button 428 is pressed as the image
switching unit, the measurement image which has been
acquired using the measurement light projecting unit is dis-
played on the image display region 410. Here, the parameter
for changing the brightness of the measurement light is cam-
era exposure time.

(Procedure for Acquiring Height Image)

Hereinafter, there will be described a procedure for acquir-
ing the height image with reference to the measurement
image by use of the operation program for the measurement
microscope device based on a flowchart of FIG. 10. First, the
object S is set on the stage 140 in step S1, to display an initial
image. In this stage, for example, the observation image is
used as the initial image since the height image has not been
acquired. Here, the brightness of the illumination light at the
time of capturing the observation image is automatically
adjusted. In the example shown in FIG. 4, an observation
image SO is displayed on the image display region 410 in real
time. Further, an all-projection image by structured illumina-
tion, which has been acquired by projecting a pattern of
structured illumination of the measurement light projected
from the measurement light projecting unit is projected from
all points, can be used as the initial image. The brightness of
the measurement light in this case is also automatically
adjusted.

In next step S2, the measurement image acquiring mode is
selected from the measurement image acquiring mode selec-
tion unit. Here, either the simple mode or the application
mode is selectable by the measurement image acquiring
mode selection unit. In the example of FIG. 4, the simple
mode is selected when the “1 Shot-3D” button 424 is pressed,
and the application mode is selected when the “Expert” but-
ton 425 is pressed.

(Simple Mode)
(Measurement Light Brightness Adjusting Unit)

When the simple mode is selected in step S2, the process
proceeds to step S3, and an observation image as shown in
FIG. 4 is displayed. Here, when a “Measurement” button 430
provided below the operation region 420 on the right side of
the screen of FIG. 4 is pressed, the process proceeds to step 4,
where after automatic adjustment of the brightness of the
measurement light (camera exposure time or light amount),
measurement is started to capture a plurality of striped
images, and thereafter a height image is generated by the
height image acquiring unit 228 by computing from the
striped images.

(Height Image Acquiring Unit 228)

The height image acquiring unit 228 generates a height
image having height information from the plurality of striped
images. Here, the CPU 210 processes the plurality of striped
images with a predetermined measurement algorithm, to gen-
erate the height image.

Further, when the “Measurement Image” button 428 is
pressed in the state of FIG. 4, an image to which the light is
projected by a measurement light projection unit is displayed
on the image display region 410 as shown in FIG. 5. In this
state, the brightness of the measurement image is automati-
cally adjusted, but the brightness of the measurement light
(camera exposure time or light amount) can also be manually
adjusted by the user by use of the measurement light bright-
ness adjusting unit (step S4).
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(Three-dimensional Image Composition Unit 213)

When the “Measurement” button 430 provided below the
operation region 420 is pressed in the state where the bright-
ness is adjusted as described above, a normal height image is
acquired (step S5). Further, a composite image ST formed by
combining the observation image SO and the height image is
generated by the three-dimensional image composition unit
213 and displayed on the display section 400. The three-
dimensional image composition unit 213 combines the obser-
vation image captured using the observation illumination
light source and the height image generated based on the
measurement image captured using the measurement light
projecting unit, to generate the three-dimensional composite
image ST. That is, with the use of the height information of the
height image, it is possible to generate a stereoscopic image
formed by providing unevenness to the texture information
obtained by the observation image. In the example shown in
FIG. 11, the composite image ST formed by combining the
observation image as the texture image through use of the
height information of the height image is stereoscopically
displayed on the image display region 410. The composite
image ST has a three-dimensional form, and its position,
posture and angle can be arbitrarily changed. For example,
the composite image ST can be moved and rotated on the
image display region 410 by being dragged with the mouse or
the like.

(Texture Ratio Adjusting Unit 452)

A ratio of the height image and the observation image in the
composite image ST is adjusted by a texture ratio adjustment
unit 452. The texture ratio adjustment unit 452 is configured
in a slider form, for example, and can successively change the
ratio of the height image (distance image) and the observation
image (texture image) by moving the slider to the right or left.
Further, the ratio can be specified by an arbitrary method such
as a method of inputting a ratio with a numeric value, or a
method of selecting a specified numeric value (e.g., 0%, 25%,
50%, 75%, 100%, or 0:1, 0.5:1, 1:1, 2:1, 3:1, 4:1, etc.) by
means of a drop box or a combo button. In the example of
FIG. 11, the ratio of the height image (height) and the obser-
vation image (texture) of the composite image ST is shown by
apercentage of the observation image (texture), and here, the
ratio of the observation image (texture) is set to 100% by the
texture ratio adjustment unit 452. When the ratio of the obser-
vation image (texture) is set to 0%, namely, the ratio of the
height image is set to 100%, by the texture ratio adjustment
unit 452, the display is switched to that shown in FIG.12. The
display of the composite image ST in the image display
region 410 is updated in real time in response to adjustment of
the texture ratio adjustment unit 452. The user can adjust the
ratio of the height image and the observation image to a
desired value by the texture ratio adjustment unit 452 while
referencing to the composite image ST displayed on the
image display region 410. Note that, in this example,
although an initial value of the texture ratio adjustment unit
452 after generation of the composite image ST is set to 100%
of'the observation image (texture), a default value may be set
to an arbitrary value, e.g., 50%.

Further, the height image can also be color-coded and
displayed. For example, in a contour form, a region with a
small height is colored blue, a region with a large height is
colored red, and a region with a height therebetween is col-
ored so as to be successively changed like
blue—green—yellow—orange—red, which can facilitate
visual recognition of the heights. The colored color, a sepa-
rator of the height for making the colors different, and the like
can be arbitrarily set. Alternatively, the height of the object
can be expressed as gradation of a plurality of colors, or can
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also be expressed by the light and shade of a single color. In
this example, a scale color-coded with respect to each height
is displayed in the upper left of the image display region 410,
to facilitate the user to visually grasp the relation between the
color and the height.

Further, buttons and the like for performing a variety of
processes on the composite image ST are provided in the
operation region 420. For example, when a height magnifi-
cation slide bar 453 is adjusted, a magnification of a height
direction ofthe composite image ST can be adjusted. This can
help emphasizing and displaying fine unevenness, or con-
versely smoothing the fine unevenness to grasp the whole
shape. Moreover, a variety of operation can be performed
from the operation region 420, such as superimposing and
displaying a measurement error point on the composite image
ST, arranging the light source in an arbitrary position and
changing a shadow to emphasize a three dimension, or dis-
playing a scale in a grid form to perform a simple dimensional
measurement.

Furthermore, even after the generation of the composite
image ST, the display of the display section 400 can be
switched to the height image or the observation image. In the
examples of FIGS. 11 and 12, the display of the image display
region 410 is switchable with a single touch of a button by an
image display switching unit 454 provided in the upper sec-
tion of the operation region 420. In the examples of FIGS. 11
and 12, a “3D” button 455 in the image display switching unit
454 has been selected, and when a “Texture” button 456 is
pressed in this state, the screen is switched to that shown in
FIG. 13, and the observation image is displayed on the image
display region 410. Similarly, when a “Height” button 457 is
pressed in the image display switching unit 454, the display of
the image display region 410 is switched to the height image.
Theuser can perform a variety of operations on the composite
image ST as thus obtained in accordance with the need.
Further, in order to switch to an analysis program for the
composite image ST or the height image, a “To Analysis
Application” button 450 provided in the upper portion of the
operation region 420 is pressed. Hence, a below-mentioned
three-dimensional image measurement program shown in
FIG. 26 or the like is activated.

As described above, according to the simple mode, the
three-dimensional composite image can be almost automati-
cally acquired by pressing the “Measurement” button without
particular awareness of set items regarding the three-dimen-
sional measurement.

(Application Mode)

On the other hand, when the application mode is selected in
step S2, the process proceeds to step S6, where the measure-
ment light is manually adjusted. Here, as shown in FIG. 6, the
observation image is displayed as the initial image on the
image display region 410 as in FIG. 4. On this screen, it is
possible to select the texture image as the composite image
ST to be attached to the later acquired height image. Further,
when an “Image Improvement” button 481 is pressed, an
image improvement panel 480 is displayed on the operation
region 420 as shown in FIG. 14. From an image improvement
panel 480, an edge emphasis, an offset, a gamma correction,
a white balance and the like of the observation image can be
adjusted.

(Texture Image)

A texture image is selected by a texture image selection
unit 460. In the example of FIG. 6, other than the normal
observation image, either an HDR image or a focus stacking
image can be selected by a radio button. Here, the HDR (high
dynamic range) image is generated by capturing a plurality of
observation images as changing the camera exposure time,
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and thereafter performing high dynamic range (HDR) com-
position on these images. The focus stacking image is an
image obtained by extracting focused portions out of obser-
vation images individually captured as the height directions
are made different, when a difference in height of a measuring
target portion of the object S exceeds a depth of field, and then
combining the extracted portions.

As described above, when the texture image is selected, the
“Measurement Image” button 428 is pressed from the image
switching unit provided in the operation region 420 in FIG. 6,
to switch the screen to that shown in FIG. 7. This screenis a
measurement-image imaging condition setting screen 441 for
setting the measurement-image imaging condition, and a
variety of materials for setting the measurement-image imag-
ing condition are arranged in the operation region 420. In this
example, an “e-Preview” button 471, a “Measurement Mode”
selection field 472, a ‘“Measurement Direction” selection
field 470, and the “Measurement Brightness Adjustment”
field 440 are separately provided in this order from above. On
this screen, the brightness of the measurement light is
adjusted while the measurement-image imaging condition is
checked.

(“Measurement Mode” Selection Field 472)

The measurement method (striped pattern) is selectable in
the “Measurement Mode” selection field 472. “Standard” has
been selected in this example, and other than this, “Fine
Mode” for removing indirect light or “Halation Removal” is
also selectable. When the “Halation Removal” is selected, a
plurality of images are captured as the camera exposure time
is changed, and these images are then combined, to compen-
sate an over-exposed portion and an under-exposed portion
with other images. Further, with “Superfine”, measurement
can be performed while indirect light is removed and halation
is removed. In the example of FIG. 15, any of “Standard”,
“Fine”, “Halation Removal” and “Superfine” can be selected
by a pull-down menu from the “Measurement Mode” selec-
tion field 472.

(“Measurement Direction” Selection Field 470)

Further, the measurement light projecting unit is selected
in the “Measurement Direction” selection field 470. Here,
either the first measurement light projecting section 110A or
the second measurement light projecting section 110B is
selectable. In the screen example of FIG. 16, when “Only
Left-Side” is selected from a pull-down menu of the “Mea-
surement Direction” selection field 470, the second measure-
ment light projecting section 110B is selected as the measure-
ment light projecting unit, and the second measurement
image S2, obtained by irradiating the object S with the second
measurement light from the left side, is displayed on the
image display region 410. Similarly, when “Only Right-Side”
is selected, the first measurement light projecting section
110A is selected, and the display contents of the image dis-
play region 410 are switched to those of the first measurement
image S1 obtained by irradiating the object S with the first
measurement light from the right side. Further, when “Both
Sides” is selected, the composite height image SG formed by
combining these second measurement image and first mea-
surement image is displayed on the image display region 410.
(Measurement Light Brightness Adjusting Unit)

Further, as the measurement light brightness adjustment
unit, the “Measurement Brightness Adjustment” field 440 is
provided in the middle section of the operation region 420 on
the right side of FIG. 7. The brightness of the measurement
light is adjusted by the camera exposure time or the light
amount. Here, when “Auto” is selected in the “Measurement
Brightness Adjustment” field 440, a slider provided therebe-
low is adjusted to the right or left, and hence the brightness of
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the left and right measurement light is varied in a simulta-
neous and successive manner. This slider displays the bright-
ness of the measurement light with a numeric value in the
upper portion. Further, the brightness of the measurement
light can be made directly inputtable with a numeric value.
When the brightness of the measurement light is adjusted by
the measurement light brightness adjustment unit in this man-
ner, the brightness of the measurement image displayed on
the image display region 410 is updated to a changed state,
and the user can thus adjust the brightness in real time while
checking the adjustment result.

In the above example, the brightness in the composite
height image SG is adjusted by the measurement light bright-
ness adjustment unit. That is, as shown in FIG. 7, “Both
Sides” is selected in the “Measurement Direction” selection
field 470, and the “Measurement Brightness Adjustment”
field 440 is displayed as the measurement light brightness
adjustment unit in the operation region 420 in the state where
the composite height image SG is displayed on the image
display region 410. This “Measurement Brightness Adjust-
ment” field 440 similarly adjusts the light amounts of the first
measurement light projecting section 110A and the second
measurement light projecting section 110B which are the
measurement light projecting unit. Further, when “Only Left-
Side” or “Only Right-Side” is selected in the “Measurement
Direction” selection field 470, the measurement image cap-
tured by each selected measurement light projecting unit is
displayed on the image display region 410 as described
above, and hence the light amount of the second measurement
light projecting section 110B or the first measurement light
projecting section 110A can each be adjusted in the “Mea-
surement Brightness Adjustment” field 440.

(Measurement Light Brightness Individual Adjustment Unit
442)

On the other hand, the light amounts of the first measure-
ment light projecting section 110A and the second measure-
ment light projecting section 110B can be individually
adjusted. As shown in FIG. 7, when “Manual” is selected in
the “Measurement Brightness Adjustment” field 440 in the
state where “Both Sides™ has been selected in the “Measure-
ment Direction” selection field 470, the screen is switched to
that shown in FIG. 8, and the measurement light brightness
individual adjustment unit 442, capable of individually
adjusting the brightness of the first measurement light pro-
jecting section 110A and the brightness of the second mea-
surement light projecting section 110B, is displayed on the
operation region 420. Here, the measurement light brightness
individual adjustment unit 442 is configured in the slider form
capable of adjusting the brightness with respect to each mea-
surement light projecting unit. In this example, the brightness
adjustment slider 446 for the second measurement light pro-
jecting section 110B and the brightness adjustment slider 444
for the first measurement light projecting section 110A are
vertically arranged. By individually moving these brightness
adjustment sliders 444 and 446 to the right or left, the inten-
sities of the brightness of the respective measurement images
can be individually adjusted. Further, as described above, the
display of the measurement image in the image display region
410 is updated in accordance with the value adjusted in the
measurement light brightness individual adjustment unit 442,
and the user can adjust the brightness to desired brightness
while checking the measurement image in real time.
Although the adjustment of the light amount of the measure-
ment light projecting section has been described herein for
convenience of description, since its purpose is to adjust the
brightness of the first measurement image and the brightness
of the second measurement image, it is possible not only to
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actually adjust the light amount of the measurement light
projecting unit, but also to adjust the brightness by adjusting
the camera exposure time, or the like, as described above.
(Image Connection Mode)

Further, as one aspect of the below-mentioned image con-
necting unit 225, a “Connection Mode” selection field 570 is
provided in the lower section of the operation region 420.
When this “Connection Mode” selection field 570 is turned
on, the image connection mode is selected, and data is suc-
cessively measured while the stage is longitudinally and lat-
erally moved, to thereby allow connection of the data into one
measurement data (detailed later).

As described above, the direction of the measurement light
is selectable in the “Measurement Direction” selection field
470. In this example, as shown in FIG. 16, any of “Both
Sides”, “Only Left-Side” and “Only Right-Side” can be
selected, and the contents are switched to one corresponding
to the indicated contents of the image display region 410
according to the selected item. For example, in the example of
FIG. 9, “Only Left-Side” has been selected, and the second
measurement image S2 obtained by the second measurement
light projecting section 110B as the left-side measurement
light projecting unit is displayed on the image display region
410. Further, at this time, the unmeasurable region where the
measurement light projected by the second measurement
light projecting section 110B is shaded to make measurement
impossible is displayed in red and the saturated region is
displayed in yellow by the measurement error region display
unit 212 in the second measurement image S2.

In this state, when the selection is switched to “Both
Sides”, the screen is switched to that shown in FIG. 7, and the
composite height image SG formed by combining the first
measurement image S1 and the second measurement image
S2 obtained by both measurement light projecting units,
namely, the first measurement light projecting section 110A
and the second measurement light projecting section 110B, is
displayed on the image display region 410. Further, at this
time, the unmeasurable region where the measurement light
projected by either the first measurement light projecting
section 110A or the second measurement light projecting
section 110B is shaded to make measurement impossible is
displayed in red and the saturated region is displayed in
yellow by the measurement error region display unit 212 in
the composite height image SG.

As obvious by comparison between FIGS. 7 and 9, either
the unmeasurable region or the saturated region is smaller in
the composite height image SG. That is, in the obtained
composite height image SG, the unmeasurable error region is
actually narrower to a considerable degree than the unmea-
surable region or the saturated region which becomes obvious
from one measurement light projecting unit, and it is thus
understood that adjusting the measurement-image imaging
condition so as to make the measurement error region narrow
on the basis of the composite height image SG as in FIG. 7 is
more appropriate and easier.

Further, as necessary, the image display region 410 is
divided and the composite height image SG and each mea-
surement image which is the basis of the composite height
image SG can be simultaneously displayed on one screen.
That is, on the screen of FIG. 7, when “Manual” is selected in
the “Measurement Brightness Adjustment” field 440 in the
operation region 420, the image display region 410 is divided
into three sections as shown in FIG. 8. The composite height
image SG is displayed on the first division display region 411,
the second measurement image S2 is displayed on the second
division display region 412, and the first measurement image
S1 is displayed on the third division display region 413.
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Accordingly, the measurement error regions due to the
respective measurement light projecting units can be checked
as compared with each other, whereby excellent listability is
obtained to further facilitate adjustment of the measurement-
image imaging conditions such as the position and posture of
the object S and the brightness of the measurement light.
Additionally, on the screen of FIG. 8, the brightness of each
measurement light is individually adjustable by use of the
measurement light brightness individual adjustment unit 442
as described above.

Also in the foregoing simple mode, it is possible to check
the unmeasurable point and the saturated point as described
above. For example, in step S3, displaying the “measurement
image” allows displays of the unmeasurable point and the
saturated point in the both-side composite image.

As described above, the setting and adjustment of the mea-
surement-image imaging condition are performed in the
application mode. Then, in step S7 of the flowchart of FIG.
10, the user is prompted to determine whether or not the
brightness of the measurement light is appropriate, and when
it is appropriate, the process proceeds to step S9. On the other
hand, when the brightness of the measurement light is not yet
appropriate, the process proceeds to step S8, where the selec-
tion of the measurement mode and the measurement bright-
ness are adjusted.

When the measurement light is appropriately set as
described above, the process proceeds to step S9, where the
user is prompted to determine whether or not the setting of the
texture image is necessary. When it is necessary, the texture
image is set in step S10. Here, the texture image is selected
using a texture image selection unit 460 on the screen of F1G.
6.

(Observation-image Imaging Condition Setting Unit 490)

Moreover, the observation-image imaging condition is set
as necessary. In the upper section of the image display region
410 of FIG. 6, the observation-image imaging condition set-
ting unit 490 for setting such an observation-image imaging
condition is provided. The observation-image imaging con-
dition setting unit 490 includes the setting such as switching
of'a shutter speed at which the observation image is captured
and adjustment of a magnification and a focus in capturing. In
the example shown in FIG. 17, “Auto” or “Manual” is
selected as the brightness of the imaging unit. When
“Manual” is selected, the brightness of the imaging unit is
adjusted by a camera brightness adjustment slider 492. Fur-
ther, the setting of the observation-image imaging condition
as described above can also be performed in the simple mode.
For example, in FIG. 4, similarly to the above, the observa-
tion-image imaging condition setting unit 490 is set in the
upper section of the image display region 410, from which
adjustments of the magnification and the focus, switching of
the shutter speed, and the like can be performed.

Note that the observation image is arbitrarily captured in
acquiring the height image, and for example, in the case of not
requiring the composite height image or the observation
image, steps S9 and S10 can be omitted in the flowchart of
FIG. 10.

When the setting of all imaging conditions are completed
in this manner, the process proceeds to step S11, where a
height image is acquired. Here, when the “Measurement™
button 430 is pressed from the screen of FIG. 8 or the like, the
height image is acquired, and further, a composite image
formed by further adding the texture image to the height
image is displayed on the image display region 410 (step S9).
The user continuously performs the measurement operation
as necessary. For switching the program to the measurement
program, the “To Analysis Application” button 450 provided
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in the upper portion of the operation region 420 is pressed, to
activate the three-dimensional image measurement program
shown in FIG. 26 or the like described later.

As described above, the user can adjust a more detailed
condition regarding acquirement of the height image in the
application mode. This allows the user familiar with the
operation to set a desired condition. On the other hand, the
user not familiar with the operation is provided with the
foregoing simple mode, and thus allowed to automatically
perform a series of setting. As described above, set items
which are provided are changed between the simple mode and
the application mode, and parameters settable by the user are
thus made different therebetween, whereby it is possible to
provide the operation environment in accordance with the
skill level and requirement of the user.

(Procedure from Acquirement of Image to Measurement)

Hereinafter, with reference to the block diagram of the
measurement microscope device shown in FIG. 1 and the
block diagram of the imaging unit 100 shown in FIG. 2, an
outline of a procedure for capturing the observation image
and the height image and measuring these will be described
based on a flowchart of FIG. 18. In step S1801, the user first
arranges an object desired to be measured on the stage 140.
Nextin step S1802, the focus, visual field position, brightness
and the like are adjusted while the observation image dis-
played on the display section 400 is viewed, to set the obser-
vation-image imaging condition for capturing the observa-
tion image (e.g., FIG. 6). As illumination used at this time,
while uniform illumination may be applied from the measure-
ment light projecting unit, the illumination light output sec-
tion 130 is used herein.

(Acquirement of Height Image)

Next, in step S1803, the measurement-image imaging con-
dition for acquiring the height image is set. Specifically, for
example, on the measurement-image imaging condition set-
ting screen 441 of FIG. 7, the illumination is switched from
the illumination light output section 130 to the measurement
light projecting unit, to adjust the brightness of the measure-
ment light. Since the illumination by the measurement light is
obliquely applied, a shadow is generated due to the shape of
the object. Further, when an angle at which the illumination is
applied is more inclined, the visibility of the object may
become more favorable depending on the surface state
thereof. As described above, in order to suppress the influence
exerted by the shadow or the surface state, the position and
posture of the object are adjusted as necessary.

Here, when the object is moved in the adjustment by the
measurement light projecting unit, rechecking of the visibil-
ity of the object by the illumination light output section 130,
readjustment of the brightness of the illumination light output
section 130 and the like are performed in step S1804. These
operations can be omitted when not necessary, for example,
when the object has not been moved. When the observation-
image imaging condition and the height-image imaging con-
dition are respectively set as described above, the user is
prompted to check whether or not there is a problem with the
visibility in step S1805, and when there is a problem, the
process returns to step S1802, where necessary resetting or
adjustment of the imaging condition is performed. When
there is no problem, the process proceeds to step S1806,
where acquirement of the measurement image is started. This
checking operation can also be omitted.

When the posture and the position of and the focus on the
object and the illumination conditions for the measurement
are determined as described above, starting to capture the
observation image and the measurement image is instructed
in step S1806. Here, the user is made to press the “Measure-
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ment” button 430 provided in the GUI for the measurement
microscope device operation program (e.g., FIG. 7). Thereby,
a command for measurement is transmitted from the mea-
surement microscope device operation program installed in
the PC constituting the control unit 200 to the imaging unit
100 via a USB.

Upon receipt of this instruction, the height image, the
observation image and the composite image formed by com-
bining these images are captured in steps S1807 to S1810. In
addition, the order of each step can be altered as appropriate.
Here, a plurality of striped images are first acquired in step
S1807. In this example, upon receipt of the command for
measurement, the imaging unit 100 synchronously controls
the pattern generating section 112 in the measurement light
projecting unit and the camera 121, and acquires a plurality of
striped images of the object by the camera 121 while project-
ing a plurality of striped patterns, followed by performing an
appropriate process on the acquired images in the measure-
ment control section 150, and transmitting the images to the
controlunit 200 via the USB. Note that the present step can be
repeated a plurality of times for the purpose of improving
light projection from right and left, the HDR process and
other performance.

Subsequently, the observation image is acquired in step
S1808. Here, the illumination light output section 130 is
lighted, to acquire the observation image of the object as the
texture image for the composite image. That is, the observa-
tion image (texture image) of the surface state of the object is
acquired by uniform illumination by the illumination light
output section 130 or the measurement light projecting unit
(all-white by all-projection), and transmitted to the control
unit 200

Further, in step S1809, the height image is generated. Here,
the height image acquiring unit 228 processes the plurality of
striped images with a predetermined measurement algorithm,
to generate the height image as stereoscopic shape data.

Then, the composite image is generated in step S1810.
Here, by mapping the texture image onto the stereoscopic
shape data, a three-dimensional composite image having
height information is generated. Specifically, the image data
received by the control unit 200 is appropriately subjected to
image processing and an analysis with a measurement algo-
rithm in the measurement microscope device operation pro-
gram, to generate the three-dimensional composite image.

Eachimage obtained as described above is displayed on the
display section 400 in step S1811. Further, in step S1812, the
user is prompted to determine whether or not the image data
desired by the user has been properly acquired, and when it
has not been properly acquired, the process returns to step
S1803 or the like to repeat the above procedure. When it has
been properly acquired, the process proceeds to step S1813,
where a variety of measurements and analyses are executed.
Here, the composite image formed by mapping the texture
image onto the foregoing composite image by the measure-
ment microscope device operation program is displayed on
the display section 400, and thereafter the data is transmitted
to a dedicated three-dimensional image measurement pro-
gram, to perform desired measurement and analysis. In this
manner, the image is acquired and measured.

Note that the order of steps S1802 and S1803 of FIG. 18
can be altered. In this case, firstly in the setting of the mea-
surement-image imaging condition (step S1803), the posture
and the position of and the focus on the object are adjusted,
and in the setting of the observation-image imaging condition
(step S1802), the posture and the position of and the focus on
the object are not touched and only selections of the bright-
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ness of the illumination light output section 130, the type of
the texture and the like are performed.

Here, FIG. 19 shows a detail of a procedure for setting the
observation-image imaging condition for acquiring the
observation image in step S1802, and a flowchart of FIG. 20
shows a detail of a procedure for setting the measurement-
image imaging condition for capturing the measurement
image in step S1803, while the respective procedures are
described with reference to these figures.

(Setting of Observation-image Imaging Condition)

First, the procedure for setting the observation-image
imaging condition (step S1802 of FIG. 18) will be described
with reference to FIG. 19. First in step S1901, the illumina-
tion is switched to the illumination light output section 130,
and subsequently in step S1902, the brightness of the illumi-
nation light output section 130 is adjusted. Then, in step
S1903, the user is prompted to determine whether or not the
brightness is appropriate, and the process returns to step
S1902 when it is not appropriate, to repeat the brightness
adjustment. When it is appropriate, the process proceeds to
step S1904, where a Z stage is moved to bring the object into
focus. The focus can also be automatically adjusted by means
of auto focusing other than being manually adjusted by the
user. The process then proceeds to step S1905, to prompt the
user to determine whether or not the object is in focus, and
when it is not in focus, the process returns to step S1904 to
repeat the focus adjustment. When it is in focus the process
proceeds to step S1906, where the XY/6/1tilt stages are moved
to adjust the position and the posture of the object. When the
movement of the stage 140 has been automated, other than
this operation being manually operated by the user, alignment
is performed by pattern matching, edge detection or the like,
and based on this result, the electric stage can be moved to a
predetermined position. Further, in step S1907, the user is
prompted to determine whether or not a position where the
observation image capturing the object is desired to be seen is
held within the visual field of the display section 400, and
when it has not been held within the visual field, the process
returns to step S1906 to repeat the position adjustment of the
stage 140. On the other hand, when it has been held within the
visual field, the process proceeds to step S1908, where the
magnification is adjusted. A size of the visual field is adjusted
by the magnification adjustment. Thereafter, in step S1909,
the user is prompted to determine whether or not the magni-
fication is appropriate, and when it is not appropriate, the
process returns to step S1908 to repeat the magnification
adjustment operation. When the visual field is appropriate,
the process proceeds to step S1910, where the user is
prompted to determine whether or not to select the type of the
observation image, namely, select whether or not to perform
a further process on the observation image. Here, when the
type of the observation image (texture image) is not selected,
namely, when the obtained observation image is used, the
process proceeds to step S1911, where the process for acquir-
ing the observation image is completed and subsequently the
process proceeds to step S1803 of FIG. 18 which is a process
for setting the imaging condition of the measurement image.

On the other hand, in the case of selecting the type of the
observation image, namely, in the case of further performing
an additional process on the obtained observation image, the
process proceeds to steps S1912 to S1918. Here, as the addi-
tional process regarding the observation image, the full focus-
ing process and the HDR process can be selected. In this
example, the process first proceeds to step S1912, where it is
determined whether or not to perform the full focusing pro-
cess. The full focusing process is a process of capturing a
plurality of images as the focal position is changed by moving
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the stage 140 in the height (Z-axis) direction, or the like, and
the images in focus are combined to obtain a full-focused
image which is in focus as a whole. Only points in focus in the
group image are extracted to compose an all-focus image in
real time. In the case of performing the full focusing process,
the process proceeds to step S1913, where the full focusing
setting is executed, and the process then proceeds to step
S1914. Further, In the case of not performing the full focusing
process, the process proceeds directly to step S1914. In step
S1914, the user is prompted to determine whether or not to
perform the HDR process, and in the case of performing it, the
process proceeds to step S1915, where the setting of the HDR
is executed and the process then proceeds to step S1916, and
in the case of not performing the process, the process pro-
ceeds directly to step S1916. Further, in step S1916, the user
is prompted to determine whether or not to perform identifi-
cation of the texture image, and in the case of performing the
identification, where a preview of the texture image is dis-
played, and the process then proceeds to step S1917. In the
case of not performing the identification, the process pro-
ceeds directly to step S1917. In step S1917, the user is
prompted to determine whether or not the image obtained by
the full focusing process, the HDR process or the like is
satisfactory, and when it is not satisfactory, the process
returns to step S1912, to perform the process on the observa-
tion image again. When the satisfactory image has been
obtained, the process for acquiring the observation image is
completed, and the process subsequently proceeds to step
S1803 of FIG. 18 which is the process for setting the imaging
condition of the measurement image. It goes without saying
that the order of steps S1912 to S1918 is one example, and can
be altered as appropriate. Further, the process on the obser-
vation image is not limited to the HDR process and the full
focusing process, but can be changed to or added with another
known process.

(Setting of Measurement-image Imaging Condition)

Next, the procedure for setting the measurement-image
imaging condition for acquiring the measurement image (step
S1803 of FIG. 18) will be described with reference to FIG. 20.
First in step S2001, the illumination is switched to the mea-
surement light projecting unit (e.g., left-side). Next, in step
S2002, the brightness of the measurement light projecting
unitis temporarily adjusted. Further, in step S2003, the user is
prompted to determine whether the illumination is applied to
a spot desired to be measured, and when it is applied, the
process jumps to step S2006. On the other hand, when itis not
applied, a rotation angle (6) and an inclined angle (tilt) within
the horizontal plane of the stage 140 are adjusted and the
position and the posture of the object are adjusted in step
S2004. In step S2005, the user is again prompted to check
whether or not the illumination is appropriately applied.
When it has not been applied, the process again returns to step
S2004 to repeat the adjustment, and when it is has been
applied, the process proceeds to step S2006.

Subsequently in step S2006, the user is prompted to deter-
mine whether or not the brightness of the measured spot is
appropriate, and when it is determined to be appropriate, the
process jumps to step S2009. When it is determined not to be
appropriate, the brightness is adjusted in step S2007. Then, in
step S2008, the user is again prompted to determine whether
or not the brightness is appropriate, and when it is not appro-
priate, the process returns to step S2007 to repeat the bright-
ness adjustment. On the other hand, when the brightness is
determined to be appropriate, the process proceeds to step
S2009, where the user is prompted to determine whether the
measured spot is in focus. When it is determined to be appro-
priate, the process jumps to step S2012, whereas when it is not
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determined to be appropriate, the stage 140 is moved in the
height direction (Z-axis direction) to bring the measured spot
into focus in step S2010. Then, in step S2011, the useris again
prompted to check whether or not it has been brought into
focus, and when it has not, the process again returns to step
S2010 to repeat the adjustment, and when there is no problem
with the focus, the process proceeds to step S2012.

Then, in step S2012, the user is prompted to make an
overall determination of the obtained measurement image.
Here, it is determined whether or not each of the brightness
and the posture of and the focus on the measured spot is
appropriate, and when it is determined not to be appropriate,
an inappropriate parameter is checked in step S2013, and the
process returns to a step inaccordance with the corresponding
parameter (e.g., step S2007 for adjustment of the brightness,
step S2010 for adjustment of the focus, etc.), to continue the
adjustment. On the other hand, when it is determined to be
appropriate, the process proceeds to step S2014, where the
illumination is switched to the measurement light projecting
unit (e.g., right-side) as next illumination light. Then, simi-
larly to the above, the brightness is adjusted in step S2015,
and the user is prompted to determine whether or not the
brightness is appropriate in subsequent step S2016. When it is
determined not to be appropriate, the process returns to step
S2015, to repeat the brightness adjustment. On the other
hand, when the brightness is determined to be appropriate, it
is determined that a satisfactory measurement image has been
acquired, and the measurement-image imaging condition set-
ting process in step S1803 of FIG. 18 is completed. The
process then proceeds to next step S1804. It should be noted
that the order of the position adjustment, the posture adjust-
ment, the focus adjustment and the brightness adjustment can
be altered as appropriate. In this manner, the imaging condi-
tions of the observation image and the measurement image
are respectively set.

(Procedure for Capturing Image of Object)

Next shown is one example of procedures for acquiring the
height image and the three-dimensional composite image of
the object by use of the measurement microscope device.
Note that the following description is merely one example,
and the present invention is not limited to the data acquiring
method, the type and the number of set parameters, the mea-
surement mode, the GUI and the like to those described
herein.

(Full-auto Mode)

As described above, as the mode for performing capturing
by use of the measurement microscope device operation pro-
gram, a plurality of imaging condition setting modes can be
prepared in which the user himself changes a settable item in
accordance with a skill level of the user. In an example of the
measurement microscope device operation program of FIG.
21, the simple mode (1 Shot-3D mode) for the novice user and
the application mode (expert mode) for the advanced user are
prepared. These can be selected by switching the “1 Shot-3D”
button 424 for selecting the simple mode and the “Expert”
button 425 for selecting the application mode as one aspect of
the measurement image acquiring mode selection unit. In the
simple mode, on/off of “Full-Auto” is further switchable by
the full-auto switching unit 426. Here, the “full-auto” mode
as the simple mode will be described.

When the object is arranged on the stage 140 of the mea-
surement microscope device, the observation image of the
object is displayed on the image display region 410 of the
measurement microscope device operation program as
shown in FIG. 21. The user adjusts the focus on the object and
the position, the angle and the like thereof to a desired state
while viewing this image. FIG. 21 is an example of the “full-
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auto” mode in the simple mode in which the all imaging
conditions are automatically adjusted on the device side, and
the texture image by the illumination light output section 130
is displayed on the image display region 410. When this mode
has been selected, after deciding the focus on the object, the
magnification and the observation visual field, the user may
only press the measurement button in the lower right of the
screen. Subsequently, the parameters are automatically
adjusted optimally, to acquire data. It should be noted that,
when the focus setting is also set to be auto focus, this opera-
tion can also be automated.

(Full-auto Cancel Simple Mode)

In a semi-auto mode where the full-auto mode has been
canceled in the simple mode, the “Measurement Brightness
Adjustment” field 440 where the brightness condition for
measuring the object is adjustable by the user is displayed on
the operation region 420 as shown in FIG. 22. For example, in
such a case as not to be dealt well in the full-auto mode, e.g.,
when only a specific region in the image display region 410 is
desired to be made brighter or made darker, the mode is set to
the semi-auto simple mode where the full-auto mode has been
canceled, to thereby allow the user to manually adjust the
brightness. In the example of FIG. 22, a measurement image
SM is displayed on the image display region 410, and the
brightness is adjusted to be appropriate brightness while the
measurement image SM is viewed. Since the adjusted bright-
ness is reflected into the image display region 410 in real time,
the user can adjust the brightness to desired brightness while
referencing to the screen.

(Application Mode)

Further, when the user desires to set a more detailed imag-
ing condition by himself, the user can switch the mode from
the simple mode to the application mode, to perform a variety
of adjustments and settings. FIG. 23 shows one example of
the measurement-image imaging condition setting screen
441 as one aspect of the measurement-image imaging condi-
tion setting unit for setting the measurement-image imaging
condition. As shown in this figure, the mode can be switched
from the simple mode to the application mode by pressing the
“Expert” button 425. In this example, the respective measure-
ment images by the left-side light projection image and the
right-side light projection image and the measurement image
SM formed by combining both images are displayed in a
three-division manner in the image display region 410, and
the brightness of the right and left measurement light project-
ing units can be individually adjusted while the measurement
images SM are each checked.

(Measurement Mode)

The direction of the measurement light can be selected in
the “Measurement Direction” selection field 470 provided in
the operation region 420. For example, it is possible to select
only the right or left measurement light projecting unit for
reducing the measurement time. Further, the measurement
mode includes a standard measurement mode, a fine measure-
ment mode, a halation removal measurement mode, a super-
fine measurement mode and the like, and those can be
selected from the “Measurement Mode” selection field 472
provided in the operation region 420 of FIG. 23. Here,
describing a feature of each measurement mode and the time
required for capturing, the standard measurement mode is a
normal measurement mode, and the time required for captur-
ing is short in this mode.

Further, the halation removal measurement mode is a mea-
surement mode in which the projection pattern is the same as
that in the standard mode, but the exposure time or the pro-
jected light amount of the measurement light is changed to
expand a dynamic range and measurement is performed. This
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can be effective in suppressing under-exposure and over-
exposure of the object having a significant difference between
the brightness and darkness. For example, it is effective on
such an object being formed of a metal body filled with a
black resin. The time required for the measurement becomes
longer than that in the standard measurement mode.

Further, the fine measurement mode is a measurement
mode in which the projection pattern of the measurement
light is made finer than that in the standard measurement
mode, to exclude penetrated light and indirect light compo-
nents such as multiple reflection and diffused reflection.

This measurement mode is highly effective when the
object is a translucent body such as an opaque resin or an
uneven metal body such as a screw. The time required for the
measurement becomes longer than that in the standard mea-
surement mode.

Moreover, the superfine measurement mode is a combina-
tion of the fine measurement mode and the halation removal
measurement mode described above, where the accuracy can
be improved most, but the time required for measurement
becomes the longest accordingly.

(e-Preview)

Further, the measurement microscope device operation
program is also provided with an e-preview function of
checking a preview image, estimating measurement results in
these plurality of measurement modes, on a list image before
the measurement. The e-preview function is executed by
pressing the “e-Preview” button 471 provided in the operation
region 420 of F1G. 23, and an e-preview screen 473 shown in
FIG. 24 is displayed. Here, the image display region 410 is
divided into four sections, and in the measurement image SM
to be obtained in each measurement mode, a portion to
become an unmeasurable place or a saturated place is esti-
mated, and an overlaid image is displayed on each region. A
caption indicating the measurement mode is displayed in the
lower right of each divided region. This allows the user to
compare what kind of measurement image is obtained in each
measurement mode and then make a selection. The user can
select the measurement light projecting unit from any of
“Only Left-Side”, “Only Right-Side” and “Both Sides” from
a measurement direction selection field 475 provided in the
lower section of an e-preview setting field 474 in the opera-
tion region 420, and when an “Update” button 476 is pressed,
each preview image displayed on the image display region
410 is updated in accordance with the selection. Further, a
predetermined measurement mode can be selected from an
e-preview measurement mode selection field 477 provided in
the upper section of the operation region 420. When an “OK”
button 478 is pressed in a state where the measurement mode
has been selected, the selected measurement mode is selected
in the “measurement mode” selection field 472.
(Three-dimensional Composite Image)

When the condition setting before the measurement is
completed as described above and the measurement is
executed, a plurality of striped images for measurement are
acquired in accordance with the condition, and based on these
images, a three-dimensional composite image of the object is
generated. Further, a texture image using the illumination
light output section 130 is simultaneously acquired, and
mapped onto the composite image. As shown in FIG. 25, data
of this result is combined by use of the measurement micro-
scope device operation program and displayed on the display
section 400. In this state, the user can check a data acquire-
ment status, e.g., whether a desired place has been clearly
acquired, while changing a visual point by dragging the 3D
data with the mouse or the like. After checking that the desired
data has been acquired, the user can appropriately save this
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data, send the data to the three-dimensional image measure-
ment program, and continue to perform an analysis, a dimen-
sional measurement, and the like. For saving the data, for
example, on the screen of FIG. 25, a “Save Data” button 484
is pressed. Further, for performing an analysis by means of
the three-dimensional image measurement program, an
“Open by Analysis Application” button 485 is pressed.
Accordingly, the three-dimensional image measurement pro-
gram is activated, and the data currently on display is read by
the three-dimensional image measurement program. In addi-
tion, when the ““To Analysis Application” button 450 provided
in a toolbar is pressed, the three-dimensional image measure-
ment program is activated, but in this case, the three-dimen-
sional image measurement program is only activated, and the
data is not automatically read. Hence the user manually
selects desired data so as to be read. As described above, the
“To Analysis Application” button 450 and the “Open by
Analysis Application” button 485 are different in the presence
or absence of data to be read at the time of activating the
three-dimensional image measurement program.

Needless to say, height image data which has been previ-
ously saved without capturing the measurement image can be
read by the three-dimensional image measurement program
s0 as to be subjected to an analysis and a dimensional mea-
surement in a similar manner to the above. In the present
specification, a description “step of acquiring an image cap-
tured by the imaging unit” is used in the meaning of including
notonly the case of capturing a new image but also the case of
reading an already captured image.

Furthermore, although the measurement microscope
device operation program for capturing a measurement image
to generate a height image and the three-dimensional image
measurement program for performing an analysis, measure-
ment, and the like on the height image are separate programs
in this example, needless to say, these programs can be inte-
grated.

(Measurement Unit 214)

The observation image (texture image) and the three-di-
mensional composite image of the object as thus obtained are
subjected to a variety of analyses, dimensional measurements
and the like by use of the three-dimensional image measure-
ment program as one aspect of the measurement unit 214, and
results thereof can be subjected to save, printing and the like
in a dedicated report form, so as to obtain a final output as the
purpose. Hereinafter, as examples of the function of the three-
dimensional image measurement program which is execut-
able in the measurement microscope device, there will be
described a profile measurement, an average step measure-
ment, a volume/area measurement, a plane measurement, a
line roughness measurement, a surface roughness measure-
ment, and a comparison measurement. These measurement
processes are performed by the measurement unit 214. In the
example of the measurement microscope device of FIG. 1, the
CPU 210 also functions as the measurement unit 214 for
performing measurement on the height image displayed on
the display section 400. In addition, the measurement func-
tions which will be hereinafter described are merely exem-
plary, and the present invention is not limited to analyses and
measurement functions which can be performed using
acquired data such as texture image data and composite image
data, but other known functions can also be used as appropri-
ate.

(Measurement Tool Specification Unit)

Further, the operation section in FIG. 1 functions as a
measurement tool specification unit for specitying a position
where the measurement unit performs measurement and a
type of a measurement process. The measurement tool speci-
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fication unit arranges one or more plane measurement tools
on the height image and the observation image displayed on
the display unit. The plane measurement tool arranged on the
plane image specifies a measurement target region such as a
rectangle or a circle on the image, to extract a measurement
target element included in this measurement target region.
For example, a line segment, a circle or the like in the mea-
surement target region is extracted by edge detection or the
like. Based on the extracted measurement target element,
plane dimensions such as a distance between two points, a
distance between straight lines, a length to a normal drawn to
a straight line, or a radius or an area of a circular arc are
computed by the measurement unit. This measurement tool
has position information on a plane (e.g., XY-coordinate) in
order to specify a position arranged on the image, and by
saving the information as a below-mentioned template, the
tool can call and reproduce the same position.

Further, the measurement tool specification unit arranges
one or more height measurement tools on a profile graph
displayed on the display unit. Here, the profile graph is an
image showing a sectional shape of the height image or the
composite image (detailed later), and the height measurement
tool is arranged on the profile graph and specifies a position
for measuring a height dimension. Specifically, the height
measurement tool extracts the measurement target element
which is specified as a measurement target region of a rect-
angular shape or a circle on the profile graph, and included in
this measurement target region. Then, based on the extracted
measurement target element such as a line segment or a circle,
a specified measurement process, such as measurement of a
difference in height, an inclined angle or the like between two
specified points, is performed by the measurement unit. Dif-
ferently from the plane measurement tool, this height mea-
surement tool has not only position information on the XY-
plane of the profile graph, but also information of a position in
a frame shape set on the profile graph, namely, information of
a position in the height direction. Therefore, at the time of
saving as a template, the information of the height position is
included and saved as well as the information in the plane
direction as described above. This can lead to precise repro-
duction of the position of the height measurement tool in the
stereoscopic shape, so as to perform a desired measurement
process.

(Three-dimensional Image Measurement Program)

Examples of the GUI for the three-dimensional image
measurement program are shown in FIGS. 26 to 36. The
three-dimensional image measurement program shown in
FIGS. 26 to 36 is provided with a variety of measurement
functions. The image display region 410 and the operation
region 420 are respectively provided at the center and at the
right end of the screen. Further, a result display region 510 for
displaying a result of measuring each profile line is provided
at the left end of the screen. Moreover, a measurement func-
tion toolbar 520 is provided in the upper section of the screen,
where a variety of buttons for executing measurement func-
tions are arranged. By selecting a button indicating a desired
measurement function out of these buttons, the screen can be
switched to the screen for executing the corresponding mea-
surement function. FIG. 26 shows an example where a “Pro-
file” button 521 has been pressed from the measurement
function toolbar 520.

(Profile Measurement Function)

In the three-dimensional image measurement program of
FIG. 26, aprofile measurement screen 515 is shown where the
profile measurement function has been selected by pressing
the “Profile” button 521 in the measurement function toolbar
520. The profile measurement function is a measurement
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function for measuring a height, a width, an angle a distance
between circles, a circular arc, a sectional area, or the like
with respect to a sectional shape line obtained by sectioning
the composite image ST or the height image along a profile
line PL. as a measurement reference. In the example of FIG.
26, the image display region 410 is divided into three sec-
tions, where a measurement target image display region 512
for displaying the composite image ST, the observation image
ortheheight image is provided in the upper right, a composite
image display region 513 for displaying a composite image
(stereoscopic shape data) is provided in the upper left, and a
profile graph display region 514 for displaying a sectional
shape (profile shape) is displayed in the lower section.

In the present specification, the profile line PL. means a
straight line specified mainly in the plane view of the image,
and a profile graph PI means a curve shown mainly in the
sectional view of the image and showing a contour of a cross
section formed by sectioning along the profile line PL.
(Profile Line Arrangement Unit)

The measurement microscope device of FIG. 1 is provided
with a profile line arrangement unit for setting the profile line
PL as the measurement reference in an arbitrary position on
the image. Specifically, in the operation region 420 of the
three-dimensional image measurement program of FIG. 26, a
profile tool 522 is provided as one aspect of the profile line
arrangement unit in the upper section and a height measure-
ment tool button 530 is provided in the lower section. In the
profile tool 522, a profile line tool 523 and an auxiliary tool
524 can be selected as tools for setting the profile line PL. on
the composite image display region 512. The profile line tool
523 is provided with two-point specification, a vertical line, a
horizontal line, a straight line, a vertical baseline, a parallel
line, a circle, a fixed length, a specific angle, and a delete
button. Using these, the profile line PL is set in an arbitrary
position on the composite image ST on the composite image
display region 512. When the profile line PL is set, the sec-
tional shape formed by sectioning the object along this line is
displayed in a graph form as a profile shape on the profile
graph display region 514. For example, when the two-point
specification is selected and the profile line PL is set on the
composite image display region 512, the profile shape corre-
sponding to this profile line PL is displayed on the profile
graph display region 514. At this time, with the profile line PL.
being displayed also on the composite image display region
512, a cross section formed by sectioning along this profile
line is displayed as the profile graph on the profile graph
display region 514 along with the profile line on the compos-
ite image, to facilitate grasping of the positional relation as to
which portion of the cross section is on display on one screen.
(Height Measurement Tool)

Further, a variety of measurements can be performed on the
profile shape displayed on the profile graph display region
514 by use of the height measurement tool button 530. For
example, respective distances of line-line, line-point, point-
point, circle-circle, circle-line and circle-point can be mea-
sured and a circular arc R, an angle, a sectional area and the
like can be computed. Note that the profile shape is not limited
to being displayed on the profile graph display region 514, but
it can also be superimposed and displayed on the measure-
ment target image display region 512. As described above, the
height measurement tool is arranged on the profile graph by
use of the height measurement tool button 530, to thereby
specify the position for measuring the height dimension. Spe-
cifically, when the user specifies a rectangular measurement
target region on the profile graph by means ofthe mouse or the
like, a measurement target element such as a line segment or
a circle included in this measurement target region is
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extracted. A desired measurement process is then performed
through use of the extracted measurement target element. The
measurement process can be selected by the height measure-
ment tool button 530 provided in the operation region 420.

The measurement target element is specified by the auxil-
iary tool 524. The auxiliary tool 524 is a tool for performing
image processing such as edge extraction on an image to
automatically detect a measurement target element as a selec-
tion reference. For example, it is capable of detecting a con-
tour from the light and shade of an observation image, and
detecting a cylinder, a sphere or the like from stereoscopic
shape data to display an axial line and a central point thereof.
The contour, the axial line and the central point can be reused
at the time of arranging the profile tool.

(Average Step Measurement Function)

FIG. 27 shows an example of an average step measurement
screen 525 for performing an average step measurement func-
tion. The average step measurement function is a measure-
ment function for specifying part or all of the composite
image ST or the height image, obtaining an average height of
that portion, and obtaining a difference in average height
(average step) from another portion. In an example of FIG.
27, a height difference between an average height of a region
1 shown in blue and an average height of a region 2 shown in
yellow is obtained and displayed on the result display region
510 in the left field.

(Volume/area Measurement Function)

FIG. 28 shows an example of a volume/area measurement
screen 526 for performing a volume/area measurement func-
tion. The volume/area measurement function is a measure-
ment function for measuring a volume, a surface area, a
sectional area and the like of the uneven portion of the com-
posite image ST. Here, a height threshold (or reference plane)
is set with respect to the measured shape, and a volume or an
area of a portion higher or lower than the threshold can be
computed. Alternatively, by setting the threshold, only the
specific portion can be measured or a minute region can be
removed.

(Plane Measurement Function)

When a “Plane Measurement” button 539 is pressed in the
measurement function toolbar 520, a plane measurement
screen 527 for executing a plane measurement function is
displayed as shown in FIG. 29. The plane measurement func-
tion is a measurement function for measuring the shape on a
two-dimensional XY-plane. Hence the present measurement
function is used on the observation image as well as the
composite image and the height image. On the plane mea-
surement screen 527, a plane measurement tool button 531
for executing the plane measurement function is displayed on
the operation region 420. The plane measurement tool button
531 is provided with buttons respectively for measurements
of a distance of two-point, a vertical baseline, a parallel line,
a vertical line, a circle diameter, a circle radius, a distance
between circle centers and an angle, a number count, XY
measurement, and the like. When each measurement button
arranged in the plane measurement tool button 531 is
selected, a corresponding measurement process can be per-
formed.

(Auxiliary Tool 524)

Inthe example of FI1G. 29, the measurement target element
to serve as a reference of the measurement process is previ-
ously selected by use of the auxiliary tool 524. For example,
a region is specified on the image display region 410, and a
measurement target element such as a line segment or a circle
included in this region is extracted by edge detection or the
like. Specifically, the user specifies a rectangular measure-
ment target region by means of the mouse or the like, and a
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measurement target element included in this measurement
target region is automatically extracted and further approxi-
mated to a circular arc or a straight line. Here, measurement
target elements CC1 and CC2 are extracted, and extracted
circular arcs are approximated to circles. Further, respective
central points of these measurement target elements CC1 and
CC2 are computed and selected.

(Plane Measurement Tool)

Next, the tool is switched to the plane measurement tool,
and the “2-Point” button is selected in the plane measurement
tool button 531, to measure a distance between the central
points of the measurement target elements CC1 and CC2. A
measurement result is displayed on the result display region
510. Further, a plurality of measurement processes can be
performed. A measurement result and a number are added to
each measurement process on the image display region 410,
and further, numbers corresponding thereto are also dis-
played on the result display region 510. In this example, “2.
between two circle centers 1 6149.9552 um” is displayed. As
described above, providing a number to each measurement
process facilitates understanding the correspondence
between the image display region 410 and the result display
region 510. Further, a display concerning each measurement
process can be color-coded such that the same color shows the
same measurement process.

As the foregoing auxiliary tool 524, using the edge extrac-
tion function for extracting a measurement target element on
the image can lead to automatic detection of a shape edge and
saving of the user’s labor of manual specification. This can
also suppress variations in specified position among users. In
addition, it is possible in this function by using the height
image to detect, for example, a line of intersection between
planes and an axis of a cylinder, and also perform a plane
measurement through use of these lines. As described above,
it is possible to use the plane measurement which cannot be
realized only by the observation image.

Moreover, the computing result as thus obtained can be
superimposed and displayed on the image display region
other than being displayed on the result display region 510.
For example, a measurement result obtained by the plane
measurement tool is superimposed and displayed on the
height image or the observation image, while a measurement
result obtained by the height measurement tool is superim-
posed and displayed on the profile graph. As described above,
the height image and the profile graph are displayed while
being compared with each other, and the measurement result
is further superimposed and displayed, thereby allowing real-
ization of an operation environment with further excellent
visibility.

(Line Roughness Measurement Function)

Meanwhile, FIG. 30 shows an example of a line roughness
measurement screen 528 for performing a line roughness
measurement function. The line roughness measurement
function is a measurement function for measuring a variety of
line roughness parameters with respect to a sectional shape
line obtained by drawing the profile line PL in an arbitrary
position on the composite image ST or the height image and
sectioning along this profile line PL. As for the line roughness
parameter, for example, a parameter standardized by
1S04287:1997 (JIS B0601:2001) can be used.

(Surface Roughness Measurement Function)

FIG. 31 shows an example of a surface roughness measure-
ment screen 529 for performing a surface roughness measure-
ment function. The surface roughness measurement function
is a measurement function for measuring a surface properties,
namely, a variety of surface roughness parameters, with
respectto a region specified on the composite image ST or the
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height image. For the surface roughness parameter, for
examples, a parameter standardized by ISO25178 can be
employed.

(Comparison Measurement Function)

Further, FIG. 32 shows an example of a comparison mea-
surement screen 540 for performing a comparison measure-
ment function. The comparison measurement function is a
measurement function of arranging two of the composite
image ST, the height image or the observation image side by
side and displaying those images, to perform a variety of
measurements of a difference, sectional areas and the like
while comparing sectional shape lines obtained by sectioning
both data along the same line or different lines. Here, one of
the two images to be compared is referred to as a comparison
reference image BI of an object to serve as a comparison
reference, and the other is referred to as a comparison target
image RI to serve as a comparison target.

Further, in performing the comparison measurement, it is
desirable to first align the comparison target image RI auto-
matically to a position of the comparison reference image BI
by pattern matching, edge detection or the like. This can
facilitate comparison between corresponding areas. Perform-
ing such pattern matching or the like enables automatic align-
ment in the position in the XY-directions, the rotational dis-
placement (0), the position in the height direction
(Z-direction) and the like between the respective data of the
comparison reference image BI and the comparison target
image RI, thereby allowing comparison between the corre-
sponding position. After the alignment, the profile line PL is
drawn on the same position of each data, to thereby allow
comparison in sectional shape line obtained by sectioning the
same position, so as to clarify a minute difference in shapes.

As preparations for a variety of analyses and measurements
as described above, there can be executed, by use of the
three-dimensional image measurement program, image pro-
cessing functions for applying a variety of filters (averaging,
median, Gaussian, edge emphasis, etc.) to the observation
image, the composite image and the height image, specifying
a plane (reference plane) as a measurement reference, and
removing/correcting plane distortion or a large plane shape of
the composite image (plane shape correction). Although
these preparations are not always required for an analysis and
measurement on acquired data, they are preferably imple-
mented in the case of performing an analysis and measure-
ment with higher accuracy and better reproducibility.

Although the procedure for performing a variety of mea-
surements has been described above based on the three-di-
mensional composite image formed by combining the height
image and the observation image, it is possible in the present
invention to perform measurement and an analysis not only
on the composite image but also on the height image based on
height information of the height image. Further, although the
example has been described above where a new height image
and observation image are acquired and subsequently sub-
jected to the measurement, it goes without saying that the
previously saved height image or the like can be read by the
three-dimensional image measurement program and sub-
jected to the measurement and analysis as described above.
(Reference Plane Specification Unit)

In order to perform alignment of the composite image and
the height image by pattern matching or the like, it is neces-
sary to previously set reference planes of the respective
images. That is, the respective reference planes are set by
means of composite image data and height image data to
serve as comparison references and composite image data
and height image data to serve as comparison targets, and
pattern matching is performed presuming that these are com-
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mon reference planes. The reference planes are specified by a
reference plane specification unit.

FIGS. 33 and 34 show one example of the reference plane
specification unit. When setting of the reference plane is
instructed in the three-dimensional image measurement pro-
gram, a reference plane setting screen 532 of FIG. 33 is
displayed. In this reference plane setting screen 532, an image
display region 410 is provided in the upper left, and the
composite image ST is displayed. Further, the profile line PL,
is arranged longitudinally and laterally in a cross shape on the
composite image ST. A longitudinal profile graph PIV having
a sectional shape along a longitudinal profile line VPL is
displayed on a longitudinal profile graph display region 514V
provided on the right side of the image display region 410,
and a lateral profile graph PIH having a sectional shape along
alateral profile line HPL. is displayed on a lateral profile graph
display region 514H provided on the lower side of the image
display region 410. When the profile line PL. or the composite
image ST is relatively moved, display contents of the profile
graph display regions 514V and 514H are respectively
updated to the profile graphs PIV and PIH in accordance with
the profile line PL after the movement. Accordingly, the user
selects as a reference plane a plane which is easy to bring into
common and as flat as possible while checking the profile
graphs PIV and PIH.

The reference plane is concretely specified from a refer-
ence plane specifying method field 533 provided in the opera-
tion region 420 on the right side of the reference plane setting
screen 532 of FIG. 33. For example, when a region setting
radio button 534 in the reference plane specifying method
field 533 is selected and a “Specify Region” button 535 is
pressed, a region setting screen 536 of FIG. 34 is displayed.
The user specifies a region desired to be made a reference
plane with respect to the composite image ST from the region
setting screen 536. The specification method can be selected
by a button provided in the operation region 420 on the right
side of FIG. 34. For example, when a “Rectangle” button 537
is selected, a diagonal position is specified with the mouse to
specify a rectangular region. Other than this, the region can be
specified by an area, or by an arbitrary method using a three-
point circle, a two-point circle, an ellipse, a polygon, a free
line or the like. Moreover, the region can be automatically
specified by image processing by use of a method such as
level detection, region extraction, threshold setting or the like.
When a region ROI1 to serve as the reference plane is speci-
fied as described above, an “OK” button 538 provided in the
lower portion of the operation region 420 is pressed. This
determines the specified region as the reference plane.
(Alignment According to Pattern Matching)

Next, as one aspect of automatic alignment, a detailed
procedure for pattern matching will be described. Here, there
will be described a procedure for acquiring a first composite
image as the comparison reference image BI and a second
composite image as the comparison target image RI, and
moving and rotating the image by pattern matching so as to
match the second composite image with the first composite
image.

First, the first composite image is read which has the obser-
vation image (texture image) obtained by capturing the object
and the height image having a value in the height direction
(vertical direction to an imaging plane) as a pixel. Then, the
first composite image is displayed on the display section 400.

Next, a first region for performing pattern matching is
specified by the user on the first composite image. The obser-
vation image in the first region specified here is stored as an
alignment image.
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Next, the second composite image is read, and a position
and an angle that match those of the alignment image are
searched from the observation image of the second composite
image. The second composite image is then affine-trans-
formed such that the portion where the second composite
image matches with the alignment image overlaps the portion
where the alignment image of the first composite image has
been taken out. This leads to alignment within a parallel plane
to the imaging plane.

Further, alignment in the height direction is performed.
Here, a second region is specified on the first composite
image. Note that the second region may not be newly speci-
fied, and may be the same as the first region. Further, the
alignment region can be specified not on the first composite
image but on the second composite image.

Moreover, a difference between an average value of height
data in the second region of the first composite image and an
average value of height data in the second region of the
second composite image after the alignment by pattern
matching is obtained, and the height image of the second
composite image is offset by the obtained difference such that
the first composite image matches with the second composite
image in the height direction. This leads to alignment in the
height direction (vertical direction to the imaging plane).

After the second composite image has been read, the obser-
vation image of the second composite image may be dis-
played, a third region different from the first region may be
specified on that image, and an image matching with the
alignment image in the third region may be searched. In this
case, the first measurement data and the second measurement
data may be the same, and can be favorably used for the
purpose of comparing shapes when almost the same shapes
are in the same data, or for some other purpose. Further, when
the shape measurement data has no observation image, pat-
tern matching may be performed using the height image in
place of the observation image. Moreover, the first region for
performing pattern matching may be automatically decided
from a luminance or a characteristic point of the observation
image. Alternatively, when the data separately has a reliabil-
ity image that represents reliability of measurement with
respect to each pixel, the first region for performing pattern
matching may be automatically decided from the reliability
image. Moreover, the first region for performing pattern
matching may be automatically decided from both the reli-
ability image and the observation image. Additionally, in
obtaining an average value of a height image in the third
region for alignment in the height direction, only pixels with
high measurement reliability in both the reliability image of
the first composite image and the reliability image of the
second composite image may be selected from those images,
to obtain an average value.

(Method for Using Edge Detection)

In the above, the procedure for automatic alignment using
pattern matching has been described. However, automatic
alignment is not limited to pattern matching, but other meth-
ods can also be used as appropriate. As one example, an
automatic positioning method using edge detection will be
described below.

First, the first composite image is read which has the obser-
vation image (texture image) obtained by capturing the object
and the height image having a value in the height direction
(vertical direction to the imaging plane) as a pixel. Next, an
image of the first composite image is displayed on the screen.
The user then specifies one or more edge detection regions on
the image. Edges are detected from the observation image in
all the edge detection regions, and respective positions and
angles are stored. Further, the second composite image is
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read, and edges are detected from the observation image in all
the above specified edge detection regions. The second com-
posite image is then affine-transformed to have a position and
angle so as to maximize matching between the edge detected
from the second composite image and the edge detected from
the first composite image. This leads to alignment within a
parallel plane to the imaging plane. Here, a first region for
performing alignment in the height direction is specified on
the image.

Next, a difference between an average value of height data
in the first region of the first composite image and an average
value of height data in the first region of the second composite
image after the alignment by edge detection is obtained, and
the height image of the second composite image is offset by
the obtained difference such that the first composite image
matches with the second composite image in the height direc-
tion. This leads to alignment in the height direction (vertical
direction to the imaging plane). It should be noted that edge
detectivity may be obtained in each edge detection region,
and an edge with detectivity not larger than a certain value
may not be used for alignment. Further, when the shape
measurement data has no observation image, edge detection
may be performed using the height image in place of the
observation image. Moreover, the edge detection region may
be automatically decided from a characteristic point of the
observation image. Furthermore, in obtaining an average
value of a height image in the third region for alignment in the
height direction, only pixels with high measurement reliabil-
ity in both the reliability image of the first composite image
and the reliability image of the second composite image may
be selected from those images, to obtain an average value.

In the above example, there has been described the proce-
dure for taking the first composite image as the comparison
reference image BI and the second composite image as the
comparison target image RI, and moving and rotating the
image by pattern matching or edge detection so as to match
the second composite image with the first composite image.
Needless to say, it is possible conversely to the above that the
second composite image (comparison target image R1) side is
fixed and the first composite image (comparison reference
image BI) side is moved and rotated. It is also possible to use
the height image and the observation image singly or in
combination rather than using the composite image. More-
over, both the first composite image and the second composite
image can be in the aspect of being obtained by reading
previously captured composite image data by the three-di-
mensional image measurement program, other than being
newly captured.

(Detail of Comparison Measurement)

As described above, performing alignment between the
comparison reference image Bl and the comparison target
image RI can facilitate measurement of the corresponding
area on the two images in the comparison measurement. A
detail of the comparison measurement will be described
herein based on FIG. 32 and the like. In a comparison mea-
surement screen 540 shown in this figure, the image display
region 410 for displaying the height image and the observa-
tion image is provided in the center. On the right side thereof,
the operation region 420 for performing a variety of opera-
tions is provided, and on the left side thereof, the result
display region 510 for displaying a measurement result is
provided. Further, in the upper section of the image display
region 410, a comparison reference image display region 542
for displaying the comparison reference image Bl and a com-
parison target image display region 543 for displaying the
comparison target image RI are respectively provided. In the
lower section thereof, a profile graph display region 514 for
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displaying the profile graph PI corresponding to the profile
line PL set in the image display region 410 is displayed. The
example of FIG. 32 shows a state where the comparison target
image RI on the right side has been aligned by the alignment
unit 215 such that its posture matches with a posture of the
comparison reference image Bl on the left side.
(Magnification Coupling Function)

A magnification of an image displayed on the image dis-
play region 410 can be freely changed within the range of a
magnification of the imaging unit 100 or performance of
digital zooming. Further, the measurement microscope
device shown in FIG. 1 is provided with the magnification
coupling unit 216, and when a display magnification of one of
the comparison reference image BI and the comparison target
image RI is changed, a display magnification of the other
image can be similarly changed along with the above change.
Hence the two images can be constantly displayed with the
same magnification while in the aligned state, which is useful
in comparison observation. Further, the magnification cou-
pling function can be switched on/off, and by bringing the
function into the off state, magnification of each image can be
individually set, to thereby facilitate switching between cou-
pling and uncoupling according to the use.

(Display Position Coupling Function)

Moreover, a display position of an image displayed on the
image display region 410 can be changed to an arbitrary
position or posture. For example, the X Y-plane can be moved
to an arbitrary position by dragging a mouse cursor in the
image display region 410. Further, as for the three-dimen-
sional image such as the composite image ST or the height
image, its posture and visual point can be changed by mouse-
dragging. The measurement microscope device is also pro-
vided with the display position coupling unit 217. When a
display position of one of the comparison reference image BI
and the comparison target image RI is changed, the display
position coupling unit 217 can make a display position of the
other image automatically change along with the above
change. Accordingly, even when the display position of one
image is changed, the same area can be constantly displayed
on the other image, which is useful in comparison observa-
tion. Further, the display position coupling function can also
be switched on/off, and by bringing the function into the off
state, the display position of each image can be individually
set, to thereby facilitate switching between coupling and
uncoupling according to the use.

(Transmittance Adjustment Function)

It is also possible to superimpose and display the compari-
son reference image BI and the comparison target image RI
on the image display region 410. At this time, one or both
images are translucently displayed and a transmittance
adjustment function for changing a transmittance of the
image is provided, thereby allowing either image to be dis-
played with emphasis, so as to facilitate visual checking of a
difference between the images. Further, this can clarify not
only the difference but also a displacement in the case of
insufficient alignment, to contribute to manual fine adjust-
ment in alignment.

(Line Coupling Switching Function)

Further, in the comparison measurement, the profile lines
PL drawn on the respective data of the comparison reference
and the comparison target can be switched between the cou-
pling state of being arranged in the same position and the
uncoupling state of being locatable in different positions. As
one aspect of a line coupling switching unit for switching
between coupling and uncoupling or synchronization and
non-synchronization, a “Profile Line Coupling” field 544 dis-
posed in the middle section of the operation region 420 is
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provided in the comparison measurement screen 540 of FI1G.
32. The profile lines PL are coupled by placing a check mark
in this “Profile Line Coupling” field 544, and are uncoupled
by clearing the check mark.

FIG. 35 shows an example of the comparison measurement
screen 540 where the profile lines PL are coupled with each
other, and FIG. 36 shows an example of the comparison
measurement screen 540 where the profile lines PL are
uncoupled with each other. When the line coupling switching
function is turned on to make the profile lines PL. coupled, the
respective data of the comparison reference image and the
comparison target image are previously aligned by the align-
ment unit 215 by pattern matching or the like, thus allowing
comparison of sectional shapes between the corresponding
areas. For example, in the profile graph display region 514 of
FIG. 35, by superimposing and displaying profile graphs
obtained respectively in the comparison reference image BI
and the comparison target image RI, a difference therebe-
tween can be made distinct. On the other hand, when the line
coupling switching function is turned off to make the profile
lines uncoupled, for example, in a case where the same pat-
tern shape repeatedly appears on the data, different positions
are individually specified on the respective data of the com-
parison reference image BI and the comparison target image
RI, thereby allowing comparison of cross sections between
the different portions.

It goes without saying that in the comparison measure-
ment, other than capturing both the comparison reference
image and the comparison target image, it is also possible to
previously capture and save one image or both images and use
this image at the time of the comparison measurement by
reading it by the three-dimensional image measurement pro-
gram.

In the present specification, the comparison reference
image and the comparison target image are used in the mean-
ing of including the height image, the observation image, or
the three-dimensional composite image formed by combin-
ing the height image and the observation image.

(Profile Graph Coloring Function)

Further, in the comparison measurement, as described
above, the three-dimensional height image and composite
image can be stereoscopically displayed. For example, as
shown in FIG. 37, in the image display region 410, a height
image SH as the comparison reference image Bl is displayed
on the left side and a height image SH as the comparison
target image R1is displayed on the right side in a contour form
color-coded with respect to each certain height. The compari-
son target image RI has been aligned with the same posture as
the comparison reference image BI by the automatic align-
ment function, and displayed as arranged side by side there-
with. In this state, the line coupling switching unit is turned
on, to arrange the profile line PL in the common position.
Further, the profile graphs PI of the comparison reference
image BI and the comparison target image RI are superim-
posed and displayed on the profile graph display region 514
provided onthe lower section side in the image display region
410. At this time, it is preferable to display the respective
profile graphs PI in different aspects so that the comparison
reference image BI and the comparison target image RI can
be distinguished. In the example of FIG. 37, the profile graph
PI of the comparison reference image Bl is displayed in light
blue and that of the comparison target image R1I is displayed
in yellow by means of the profile graph coloring function as
described above. It is thereby possible to check a difference
between the profile graphs PI.
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(Difterence Highlight Function)

A difference region can also be colored so as to facilitate
visual grasping of the difference. Such a difference highlight
function automatically computes a difference region, and
highlights the region in a different aspect from the other
regions. Further, among the differences, differences in incre-
ment and decrement can be highlighted in different aspects.
In the example of FIG. 37, with the comparison reference
image BI taken as a reference, the increment and the decre-
ment are respectively colored and displayed in red and purple.
(Profile Plane Display Function)

Itis also possible to switch the display of the image display
region 410 from the height image SH to the composite image
ST. FIG. 38 shows a state where the height image SH of FIG.
37 has been switched to the composite image ST. The com-
posite image ST can be displayed as rotated to have an arbi-
trary posture or angle. Further, at this time, a contour shape of
the cross section obtained by sectioning the composite image
ST along the profile line PL. can be stereoscopically dis-
played. Such a profile plane display function enables the state
of'the cross section to be more visibly displayed not by simply
superimposing and displaying the profile shape along the
profile line PL on the height image display region 513 as
shown in FIG. 37, but by directly displaying the profile shape
along the profile line PL as the cross section on the composite
image display region 512 as shown in FIG. 38. In the example
of FIG. 38, the profile shape along the profile line PL. which
has been set in FIG. 37 is displayed with a posture easy to
view by rotating the composite image ST. As described above,
it is possible to change the display of the three-dimensional
image data to one having an arbitrary posture or angle, so as
to facilitate checking and grasping of the profile shape from a
variety of postures in its checking operation.

It is also possible to extend or reduce the profile line PL by
dragging one of points PT displayed at both ends of the profile
line PL, or change the profile line PL to an arbitrary position
on the composite image display region 512 (or on the height
image display region 513 of FIG. 37). In accordance with the
change in profile line PL, display contents of the profile graph
PI on the profile graph display region 514 in the lower section
are updated in real time. Further, the measurement result on
the result display region 510 provided on the left side of the
image display region 410 is similarly updated. Moreover,
when the line coupling switching unit has been turned on, in
accordance with a change in profile line PL of one composite
image ST (or height image), the position of the profile line PL.
on the other composite image ST or the like is also changed
along with the above change. In addition, although the
example has been shown above where the composite images
ST or the height images are displayed on the right and left in
the image display region 410, the present invention is not
necessarily limited to this aspect. Types of images in an
arbitrary combination can be displayed, e.g., the composite
image may be displayed on one side and the height image or
the observation image may be displayed on the other side.
(Procedure for Comparison Measurement)

Here, as one example of the procedure for performing the
comparison measurement, a procedure for performing mea-
surement based on the profile graph P1is shown in a flowchart
of FIG. 39. It is assumed here that the three-dimensional
image measurement program has been previously activated.
First, the comparison reference image Bl is specified in step
S3901. Here, the user specifies and opens a file of composite
image data to serve as a comparison reference. Next, the start
of'a comparison measurement is instructed in step S3902. For
example, a “Comparison Measurement” button 607 is
pressed in a function guide 606 for the three-dimensional
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image measurement program shown in FIG. 46. Thereby, the
screen is shifted to the comparison measurement screen (step
S3903). That is, the three-dimensional image measurement
program shown in FIG. 32 or the like is activated. In addition,
it is possible to return to the measurement microscope device
operation program by pressing a “To Observation Applica-
tion” button 451 provided in a toolbar of the three-dimen-
sional image measurement program.

Next, in step S3904, the comparison target image RI is
specified and the alignment process is performed thereon.
Here, previously captured and saved comparison target image
data is read. Alternatively, the comparison target image cap-
tured by the measurement microscope device operation pro-
gram may be transferred to the three-dimensional image mea-
surement program. For example, when the “Open Analysis
Application” button 485 shown in FIG. 25 is pressed after the
measurement of the comparison target image by the forego-
ing measurement microscope device, the data currently on
display can be transmitted to the three-dimensional image
measurement program and then specified as the comparison
target image RI.

Innext step S3905, the comparison reference image Bl and
the comparison target image RI are arranged side by side and
displayed on the image display region 410. Then, in step
S3906, the profile line PL is arranged on the comparison
reference image BI or the comparison target image RI. Fur-
ther, in step S3907, the profile graphs PI of the comparison
reference image BI and the comparison target image RI are
superimposed and displayed on the profile graph display
region 514. Next, in step S3908, the positional relation
between the profile graphs PI of the comparison reference
image BI and the comparison target image RI are fine-ad-
justed as necessary. Then, in step S3909, an arbitrary mea-
surement is executed on the profile graph PI. Finally in step
S3910, it is determined whether or not to add the profile line
PL to another position. In the case of no addition, the com-
parison measurement is completed, and in the case of the
addition, the process returns to step S3906 to repeat the pro-
cess. The comparison measurement is performed as described
above.

Moreover, a detail of the step of specifying the comparison
target image RI and performing the alignment process in step
S3904 of FIG. 39 is shown in a flowchart of FIG. 40. First, the
screen is shifted to the screen for selecting the comparison
target image RI and performing alignment (step S4001).
Then, from this screen, comparison target image data is speci-
fied (step S4002). Thereby, the comparison target image data
is read into the three-dimensional image measurement pro-
gram (step S4003). Next, the observation images of the com-
parison reference image BI and the comparison target image
RI are superimposed and displayed on the image display
region 410 (step S4004). When the images are aligned, the
alignment process is completed, and when they are not
aligned, whether or not alignment will be automatically per-
formed is selected (step S4006). In the case of manually
performing alignment, the process proceeds to step S4008,
and in the case of automatically performing alignment, a
predetermined region specification process for executing
automatic alignment is performed in step S4007, and then the
process returns to step S4004. On the other hand, in the case
of manually performing alignment, a GUI screen for manual
alignment is displayed in step S4008 (step S4008). Then, the
user specifies movement amount in each of the XYZ-direc-
tions and the 6-direction by means of a numeric value or a
button operation (step S4009). After it has been completed,
the process returns to step S4004 in the same manner as
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above. As described above, the specification of the compari-
son target image RI and the alignment are executed.

Further, a detail of the region specification process for
automatic alignment in step S4007 of FIG. 40 is shown in a
flowchart of FIG. 41. In this example shown is an example of
automatic alignment by pattern matching. First, the screen is
shifted to a region specification screen, and the comparison
reference image Bl is displayed (step S4101). Next, a region
for performing pattern matching is specified on the compari-
son reference image BI (step S4102), and execution of auto-
matic alignment is instructed (step S4103). Accordingly, pat-
tern matching is performed by the three-dimensional image
measurement program using the observation image, and
alignment is performed with respect to the X Y-directions and
the rotational angle 6 (step S4104). Next, in order to equalize
average values of the height image in the height direction, an
offset movement is made in the height direction (step S4105).
As described above, the region specification process for auto-
matic alignment is performed.

(Template)

Next, a template generation function will be described.
With increase in accuracy and complexity required in manu-
facturing, there are recently more cases where simply enlarg-
ing and observing a state of an object such as a component,
saving an image and performing a variety of two-dimensional
dimensional measurements are not enough. Only for the pur-
pose of performing a simple observation or a two-dimen-
sional dimensional measurement, a stereo microscope
through which a user looks an object with the eyes has hith-
erto been often used, but in recent years, a so-called digital
microscope has come to be often used, in which an image of
the object is captured by a camera instead of the eyes and the
image is displayed on the display section 400 so as to be
subjected to efficient observation, saving and dimensional
measurement.

On the other hand, in the case where only performing the
two-dimensional dimensional measurement is not enough, a
variety of three-dimensional measurement devices of a con-
tact type or a non-contact type have been proposed, put to
practical use, and actually in use. However, operation meth-
ods for those devices are relatively difficult as compared with
those for the microscope and the digital microscope, and not
a few of them require the user to have a certain level of skill.
To a user not familiar with the three-dimensional measure-
ment, it is important how easily and precisely operations are
performed from acquiring a composite image of the object
and performing an intended analysis and dimensional mea-
surement to create a report as a final output. In particular, in
the case of measuring the same type of object a plurality of
times, it is further important to be able to precisely repeat the
same measurement.

In view of such a background, there is provided a template
generation function which records as “Template Data” the
flow of acquiring data and performing an analysis and a
dimensional measurement to create a report, which has been
once executed, and performs automatic reproduction. It is
thereby possible to eliminate an error due to a manual opera-
tion to a minimum while greatly reducing labor in the case of
measuring the same type of object a plurality of times, so as to
easily and repeatedly perform a precise analysis. The mea-
surement microscope device provided with such a template
generation function will be described based on the block
diagram of FIG. 1.

(Template Generation Unit 218)

The control unit 200 shown in FIG. 1 is provided with the
working memory 230 as a temporary saved region, the CPU
210 and the storage device 240, as described above. The
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working memory 230 functions as a temporary saved region
for temporarily saving the measurement-image imaging con-
dition which has been set at the time of capturing the mea-
surement image by the imaging unit 100, with respect to the
height image. A RAM or the like can be favorably used for
such a working memory 230. Further, the CPU 210 functions
as the template generation unit 218 for saving as a template a
measurement-image imaging condition held into the working
memory 230. Moreover, the storage device 240 functions as
the template storage unit for saving the template generated by
the template generation unit 218.

The template generation unit saves, as a template, the plane
measurement tool and the height measurement tool specified
by the measurement tool specification unit, the alignment
image registered by the aligned image registration unit and
the relative position information stored in the relative position
storage unit.

The operation of saving the template generated by the
template generation unit 218 in the template storage unit is
performed by, for example, the user inputting an instruction to
save the template with desired timing. For example, when the
template saving command is executed by pressing a “Save As
Template” button from the screen of the measurement micro-
scope device operation program or the three-dimensional
image measurement program or by some other means, a
dialog for saving the template is displayed and saved under a
desired name. Alternatively, the control unit 200 can auto-
matically save the template with predetermined timing in a
temporary or permanent manner. For example, in each certain
period of time, an operation up to then can be temporarily
registered as the template, or can be saved as data under a
template file name of the date and time of the saving timing or
the like into the storage device 240 as the template storage
unit.

In order for the template generation unit 218 to generate the
template, for example, the measurement-image imaging con-
dition at the time of capturing the measurement image is
previously held into the working memory 230 as a temporary
saved region. Then, when a command to save the template is
issued, the template generation unit 218 reads the measure-
ment-image imaging condition saved in the working memory
at that time, to generate the template and save it into the
storage device 240. For example, when the user desires to
save as the template the height image SH of the object which
is currently on display in the display section 400 and presses
the “Save As Template” button, the measurement-image
imaging condition at the time of capturing the measurement
image which is the basis of the height image SH is generated
as the template and saved. When the user desires to acquire a
height image of a similar object based on the same measure-
ment-image imaging condition at a later date, the user selects
the saved template by use of the below-mentioned template
calling unit 219. This can lead the measurement microscope
device to be automatically set on the measurement-image
imaging condition saved in the selected template, and hence
the user can acquire the measurement image on the same
condition.

Further, at the time of saving the template, the relative
positions of the plane measurement tool and the height mea-
surement tool are saved with the alignment image taken as the
reference. That is, the relative position storage unit stores
relative position information in the plane direction of a plane
measurement tool with respect to an alignment image and
relative position information of a plane direction and a height
direction of height measurement tool with respect to an align-
ment image. Accordingly, with the position of the alignment
image used as a clue, the relative position information of the
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measurement target region where measurement process has
been performed or the measurement target element extracted
in the measurement target region can also be reproduced with
respect to a newly input image. Although the method for
reproducing the relative positions of the plane measurement
tool and the height measurement tool is described with the
alignment image taken as a reference, the method for speci-
fying the positions of the plane measurement tool and the
height measurement tool is not limited to this method. For
example, by using a position of an element, which has been
detected in accordance with a reference specified by the
height measurement tool, the position itself as a reference, a
position of another height measurement tool or plane mea-
surement tool can be reproduced.

(Template Calling Unit 219)

The template calling unit 219 can also be provided. The
template calling unit 219 is a unit for prompting the user to
select a desired template from one or more templates saved in
the template storage unit. Further, the template calling unit
decides arrangement positions of the plane measurement tool
and the height measurement tool in the plane direction by
performing alignment in the plane direction on the newly
acquired height image by means of the alignment image
saved in the selected template, or decides an arrangement
position of the height measurement tool in the height direc-
tion by performing alignment in the height direction by
means of the alignment image. When the template is selected
by the template calling unit 219, it is possible to set the
measurement light projecting unit on the measurement-image
imaging condition included in the selected template. With
such a configuration, when the height image is acquired, the
measurement-image imaging condition can be saved as the
template rather than saving the height image and the mea-
surement image themselves, and can be called and used at the
time of next acquirement, thereby extremely facilitating the
operation for setting the same measurement-image imaging
condition.

(Measurement-image Imaging Condition)

The template generation unit 218 holds the measurement-
image imaging condition as the template. Examples of the
measurement-image imaging condition may include the use
or non-use of one of the first measurement light projecting
unitand the second measurement light projecting unit, or both
units, the brightness of the measurement image and the pos-
ture (e.g., the XYZ-coordinate, rotational angle and inclined
angle of the stage 140) of the object at the time of capturing
the object by the measurement light projecting unit. By pre-
viously registering all or part of these conditions as the tem-
plate by the template generation unit 218, this can be called
and reused at the time of measuring another object at a later
date, thereby reducing troublesome labor to set the measure-
ment-image imaging condition each time. In particular, there
is no need for storing or taking note of each specific measure-
ment-image imaging parameter constituting the measure-
ment-image imaging condition, nor a need for individually
resetting each parameter while referencing thereto, and it is
possible to avoid a setting error and precisely reproduce the
condition at the time of previously capturing the measure-
ment image, so as to greatly contribute to improvement in
reliability due to labor saving and prevention of a measure-
ment error. In particular, since it is configured that the direc-
tion of illumination light in capturing the observation image
and a conventional large-sized height image has been decided
to a certain degree or illumination is applied to the images
from all directions, even when the imaging condition of the
illumination light is not found, capturing a similar image is
not so difficult. As opposed to this, as for the height image
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acquired based on triangulation, an impression of the
obtained height image greatly varies depending on the con-
dition of the measurement light. For this reason, in an attempt
to capture a height image with a similar visibility by relying
only on the obtained height image at a later date, it is
extremely difficult to set the measurement-image imaging
condition. In particular, it is extremely important to previ-
ously save the condition regarding the direction and the angle
of'the measurement light projecting unit, such as a difference
between the first measurement light projecting unit and the
second measurement light projecting unit (namely, the direc-
tion in which the measurement light is projected) and the
posture of the object. On the other hand, at the time of cap-
turing, the user searches for the optimum imaging condition
through trial and error while changing the condition in a
variety of manners in order to obtain a desired image,
whereby it becomes necessary to take note for recording the
imaging condition every time the imaging condition is
changed, and further the operation becomes extremely com-
plicated due to a variety of items required to be recorded such
as the angle and the light amount of the measurement light
and the XY Z-coordinate, the rotational angle and the inclined
angle of the stage 140. Further, an error may occur when
taking notes, or the operation of saving and managing the
notes for measurement at a later date also becomes trouble-
some. In order to eliminate such complexity, an imaging
condition of a measurement image obtained at that time with
timing specified by the user is automatically written and
saved as a parameter, thereby allowing extreme simplification
of such operations.

(Observation-image Imaging Condition)

Further, the template generation unit 218 can include not
only the measurement-image imaging condition but also the
observation-image imaging condition in the template. That is,
the observation-image imaging condition at the time of cap-
turing the observation image of the object by the imaging unit
100, the object being the same object as that on the measure-
ment-image imaging condition regarding the height image
saved as the template, may be included in the same template.
In such a manner, not only the measurement-image imaging
condition but also the observation-image imaging condition
with respect to the observation image of the same object can
also be stored, to thereby seek further saving labor in the
measurement operation using both the observation image and
the height image.

Examples of such an observation-image imaging condition
may, for example, include a light amount of the illumination
light, a focal position and a type of the illumination light at the
time of capturing the object by the observation illumination
light source. This enables repeated measurements on the
observation-image imaging conditions which are easily made
coincident. Further, the three-dimensional composite image
formed by pasting the observation image as the texture image
to the surface of the height image can also be precisely repro-
duced in accordance with the imaging condition saved in the
template.

(Measurement Condition)

Additionally, in the template generation unit 218, the infor-
mation saved in the template is not limited to the imaging
condition, but can also include measurement conditions
regarding a variety of measurements performed on the
acquired height image and observation image or the compos-
ite image of these images. Hence it is possible not only to
acquire the height image but also to store the measurement
process performed on the height image, so as to seek further
labor saving in the measurement operation. In particular,
making the measurement reproducible after three-dimen-
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sional alignment has been automatically performed on the
height image gives an advantage of eliminating the compli-
cated troublesome alignment and adjustment operation and
extremely facilitating the measurement operation.

Also in this case, similarly to the above, at the time of
performing the measurement process by the measurement
unit 214 on the height image of the object which is displayed
on the display section 400, the measurement condition
regarding each measurement process is temporarily held in
the working memory, while the template generation unit 218
receives a command to save the template and saves as the
template the measurement condition held in the working
memory. Further, by saving the imaging condition and the
measurement condition in the same template, a series of
operations from imaging the object to measuring can be auto-
mated, and significant labor saving can thus be expected. For
example, after the height image and the composite image ST
displayed on the display section 400 are subjected to a variety
of measurements by the measurement unit 214, those images
are saved as the template, whereby it is possible to save as the
template the operations performed up to that point, namely,
conditions for acquirement of the height image and the obser-
vation image, specifications of the item of the measurement
performed on each image and the position and the region for
performing this measurement, and the like. Hence it is pos-
sible to automate the setting of the imaging condition to the
measurement condition for the image with completely the
same conditions.

The measurement conditions saved in the template are
conditions in a variety of measurement processes that can be
performed by the measurement unit 214. Examples of the
measurement process executable by the measurement unit
214 may include: a profile measurement for measuring any of
a height, a width, an angle, a distance between circles, a
circular arc and a sectional area with respect to a sectional
shape line obtained by sectioning along a specified line; an
average step measurement for measuring a difference in aver-
age height between a specified region and another region; a
volume/area measurement for measuring a volume or an area
of a specified region; a plane measurement for measuring a
distance between specified positions, an angle, a circle diam-
eter, a circle radius or a distance between circle centers and
measuring a number count; a line roughness measurement for
measuring a parameter of line roughness with respect to a
sectional shape line obtained by sectioning along a specified
line; a surface roughness measurement for measuring a
parameter of surface roughness with respect to a specified
region; and a comparison measurement for comparing sec-
tional shape lines obtained by sectioning along lines specified
with respect to two or more images to measure a difference or
sectional areas. Positions and conditions specified in per-
forming these measurements can be saved as the measure-
ment conditions in the template. Further, information of a
variety of image processing (filters) and reference plane set-
ting which are implemented as preparation for a variety of
measurements described above can also be saved together in
the template. As described above, the measurement operation
for the height image having height information can be auto-
mated, thereby further contributing to labor saving in the
measurement operation. For example, it becomes possible to
automatically perform such a process as computing of a dif-
ference in height or an inclined angle between two predeter-
mined positions specified on the object and an area or a
volume of a specified region.

(Template Image)

Further, not only the imaging condition but also the mea-

surement image obtained on this imaging condition and the
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height image, the observation image or the composite image
generated based on this measurement image can be associ-
ated as the template image. Then, at the time of selecting the
template by the template calling unit 219, the template image
associated with each template is displayed as a thumbnail,
whereby it is possible to facilitate selection of a desired tem-
plate with the image used as a clue. In particular, when a large
number of templates are saved, it is possible to facilitate
visual grasping of a desired template among a plurality of
templates.

At the time of saving the template generated by the tem-
plate generation unit 218 in the template storage unit, the
measurement image or the height image which is the basis of
the template and captured on the measurement-image imag-
ing condition specified by the template, or the observation
image captured on the observation-image imaging condition,
is associated as the template image. Further, the template
calling unit 219 desirably constitutes template images,
respectively associated with a plurality of templates, in a
listable manner. Accordingly, since the height image or the
like which is the basis of the template is displayed at the time
of selecting the template, the template can be selected with
this height image used as a clue, thereby facilitating perfor-
mance of the operation for selecting a desired template par-
ticularly in the case of registering a large number of tem-
plates. By previously storing the parameters regarding
imaging and measurements in the template as described
above, it is possible to easily and precisely reproduce the
measurement-image imaging condition regarding the height
image on the same condition.

(Report Creation Function)

The report creation unit 222 can also be provided. The
report creation unit 222 automatically creates a report dis-
playing a measurement result of the measurement process,
performed on the height image by the measurement unit 214,
along with the height image. Moreover, the template genera-
tion unit 218 can include a report creation condition for cre-
ating a report by the report creation unit 222 in the template.
Hence a predetermined measurement process is executed as
the template and the result of the measurement process is
displayed as the report, thereby providing a measurement
environment also excellent in listability of the measurement
result. FIG. 42 shows one example of the created reports.
Such a report RP can be printed and saved as data other than
being displayed on the display section 400.

(Reduced Image of Report)

Further, a reduced image of the report can be used as an
index for selecting the template in place of the template
image. For example, the template calling unit 219 can list as
a thumbnail a reduced image obtained by reducing the report
included in each template with respect to one or more tem-
plates. Then, the user is made to select the thumbnail and can
thus select the template corresponding to this thumbnail
report. Accordingly, at the time of selecting any of a plurality
of templates from the template calling unit 219, a desired
template can be selected using the reduced image of the report
as a clue, whereby characteristics of each template are visu-
ally displayed to the user to facilitate selection.

One example of the template calling unit 219 is shown in an
image view of FIG. 43. In this example, a reduced image of a
report registered in each template is displayed as a thumbnail
in a template calling screen 550. This allows the user to
visually check the state of measurement performed in the
past, and thus easily search for a template desired to be
selected. Moreover, the template image may be used as the
thumbnail in place of the reduced image of the report as
described above.
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(Aligned Image Registration Unit 223)

Further, the three-dimensional image measurement pro-
gram can also be provided with the aligned image registration
unit 223. The aligned image registration unit 223 is a material
for registering as an alignment image a predetermined region
in a template, which is the basis of a template generated by the
template generation unit 218, at the time of saving this tem-
plate in the template storage unit. This enables specification
of a position corresponding to the position saved in the tem-
plate on an image newly inputted at the time of using the
template.

When the template is selected by the template calling unit
219, pattern matching is performed using the alignment
image registered in this template with respect to the inputted
image, and the input image is aligned with the same position
as at the time of generating this template. Hence it is possible
to automatically adjust the position of the inputted image, so
as to perform measurement in the same position as at the time
of generating the template.

Moreover, the aligned image registration unit 223 prefer-
ably sets a region where the alignment image is registered in
the case of the template image being the observation image
and a region where the alignment image is registered in the
case of the template image being the height image respec-
tively as different regions. In this manner, at the time of
registering the alignment image, a region appropriate for each
alignment can be specified on each of the two-dimensional
observation image and the three-dimensional height image,
thereby allowing improvement in accuracy at the time of
performing template matching.

For example, for two-dimensional alignment, a region hav-
ing a characteristic plane shape, such as a region having a
complicated shape is set, so as to be advantageous in pattern
matching based on the shape. On the other hand, for three-
dimensional alignment, conversely to the above, a region only
having a flat surface is set, to thereby improve the accuracy in
height detection, and it is thus possible to improve the accu-
racy in alignment in the height direction. Naturally, the same
position on the observation image and the height image may
be registered as the alignment image.

In this case, there is obtained an advantage of simplifying
the user’s operation.

(Template Search Function)

Further, the template search unit 224 can also be provided.
The template search unit 224 is a material for searching a
template consistent with or approximate to a predetermined
condition out of a plurality of templates saved in the template
storage unit. This can facilitate searching for a desired tem-
plate in accordance with a search condition particularly when
a large number of templates are registered.

The template search unit 224 can also be added with a
function of extracting candidates for selection of the tem-
plates matching with the condition or sorting search results so
as to facilitate selection of the desired template out of a
plurality of templates. For example, the template search unit
224 searches an image similar to the inputted image out of the
template images associated respectively with the registered
templates, and extracts as a candidate template a template
associated with the template image similar to the inputted
image. In such a manner, based on the height image itself, a
template registered with respect to a similar height image can
be automatically searched, to give an advantage of particu-
larly facilitating the operation of extracting a desired template
out of a large number of templates. The template selection
candidate presenting function and the sort function as
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described above can facilitate search and use of a desired
template particularly in the case of saving a large number of
templates.

(Procedure for Creating Report)

Based on a flowchart of FIG. 44, there will hereinafter be
described a procedure for performing an analysis, a dimen-
sional measurement and the like on the height image, creating
and outputting a report that collectively includes results of
these analyses and measurements, and recording such opera-
tions to make them reproducible. First, an observation image,
a height image and composite image data are acquired. For
example, the height image is acquired by the procedure
shown in FIG. 18 described above. Alternatively, a previously
acquired height image is read by the three-dimensional image
measurement program. Here, a new height image is captured.

First, the object is placed on the stage 140 in step S4401,
and further, a variety of adjustments regarding data acquire-
ment are performed in step S4402. In this example, after the
object is brought into focus, the setting of the brightness of
illumination and data acquirement condition, and the like are
performed (operation 1).

Thereafter, the measurement is started in step S4403. Here,
the “Measurement™ button 430 is pressed in the measurement
microscope device operation program of FIG. 3 or the like, to
obtain data. Next, data of the object is acquired in accordance
with the set condition in step S4404. Further, in step S4405,
the acquired data is opened by the three-dimensional image
measurement program. This operation may be manually per-
formed by the user, or automatically performed by means of
the measurement microscope device.

Subsequently, in step S4406, necessary image processing,
such as filtering, reference plane setting, surface shape cor-
rection and the like, is performed on the data (operation 2).
Further, in step S4407, a target analysis, dimensional mea-
surement and the like are executed (operation 3). Then, in step
S4408, a report is created in a desired layout (operation 4).
Subsequently, in step S4409, the report is saved and/or
printed (operation 5). Furthermore in step S4410, the report is
saved as a “Template” (FIG. 49 described later).

Further, in step S4411, the user is prompted to determine
whether or not to perform pattern matching. In the case of
performing pattern matching, the process proceeds to step
S4412, where an alignment image for use in pattern matching
is specified and registered (operation 6). On the other hand, in
the case of not performing it, the process jumps to step S4413
not through step S4412. Next, in step S4413, the conditions,
the procedures and the images of the operations 1 to 6 are
saved as template data.

Subsequently, the next object is placed in step S4414.
Then, in step S4415, the template data which has been previ-
ously saved is selected, and a measurement button is pressed.
Further, in step S4416, the operation 1 is reproduced to auto-
matically acquire data. Moreover, in step S4417, the user is
prompted to determine whether or not the operation 6 has
been registered, and when it has not, the process jumps to step
S4419. On the other hand, when ithas been registered, pattern
matching is executed based on the operation 6 data in step
S4418. Further, in step S4419, the operations 2 to 5 are
reproduced to automatically execute image processing,
analysis/dimensional measurement, report creation and stor-
age/printing.

Here, the acquired data is opened by the three-dimensional
image measurement program and necessary analysis and
dimensional measurement are executed, to create a report and
perform saving, printing and the like on the report. For per-
forming the operations up to this point, it is not particularly
necessary to be aware of recording and creating the template
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data. The user may only acquire data desired to be acquired,
and analyze and measure the data as usual.

Subsequently, the created report is newly saved as a tem-
plate. Here, when the “Save As Template” button is pressed,
the measurement microscope device makes the user to
specify as an alignment image a specific portion of the obser-
vation image data as necessary, and thereafter creates data
which collectively includes not the composite image or a
variety of measurement results themselves but operation pro-
cedures such as on what condition the data has been acquired,
what kind of image processing, analysis and dimensional
measurement have been performed on the obtained data. The
measurement microscope device puts this created data and
the pattern matching image together and saves it as “Template
Data”.

When the template data as thus saved is selected and the
measurement button is pressed with the same type of the
object placed on the stage 140, the measurement microscope
device automatically executes acquirement of data, image
processing, an analysis, a dimensional measurement and
report creation, while sequentially reproducing a variety of
conditions recorded in the template data.

Hereinafter, each operation will be individually described
in detail. In order to acquire the composite image and the
observation image of the object, parameters such as the imag-
ing conditions (camera exposure time, illumination bright-
ness, lens magnification and the like) and modes (high-accu-
racy/high-speed switching, both-sides/left/right-side light
projection, light projection pattern at the time of acquiring
data, etc.) which are set by the user or automatically set by the
measurement microscope device, are stored as data (herein-
after referred to as “measurement parameter data”) (operation
1). It is desirable to include this data in the measurement data
of the object which have already been acquired (a set of data
including the composite image and the observation image), to
make it treatable as one measurement data. This is because
necessary measurement related information (measurement
parameter data) can be linked to the object without the user
being particularly aware of it. Note that, when part or all of the
XY70 stage has been automated, a position and an angle of
each stage may be together stored as part of the measurement
parameter data to be reproduced by the template.

(Front Cover Image of Report)

When the measurement data of the object including the
measurement parameter data is opened by the three-dimen-
sional image measurement program, it is displayed as a report
preparation state (front cover of the report) where the obser-
vation image SO and the height image SH are arranged as
shown in FIG. 45.

(Function Guide 606)

Further, at the time of opening the file, the function guide
606 showing the operation flow may be simultaneously dis-
played for allowing the user unfamiliar with the operations to
perform necessary operations. FIG. 46 shows one example of
the function guide 606 as described above. A screen of the
function guide 606 can be called from a toolbar 520 by press-
ing a “Function Guide” button. In this function guide 606, a
reference plane setting field for setting the reference plane is
provided in the upper section, a 3D display checking field is
provided in the middle section, and a measurement function
selection field for selecting the measurement function is pro-
vided in the lower section. Further, a flowchart can be dis-
played as necessary. It should be noted that this function
guide 606 can be made switchable between display and non-
display as necessary.

When the file is opened, it is subjected to a variety of
necessary image processing prior to an analysis and a dimen-
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sional measurement. For example, an average filter or a
median filter for removing a fine noise is executed, to specify
a plane to serve as a measurement reference, and reference
plane setting for correcting data is then executed such that the
inclination of the specified plane becomes zero. When not the
shape of the object itself but a minute distortion, roughness or
the like of the object surface is desired to be measured, a large
distortion or curvature of the whole object may obstruct the
measurement, and hence a plane shape correction (planariza-
tion of a spherical surface, a cylindrical surface or a two-
dimensional curved surface) may be executed. All procedures
for these image processing, including the order in which a
series of processes have been performed are stored as image
processing parameter data (operation 2). At this time, images
before and after the processing do not need to be stored.
(Example of Report Creation)

After the necessary image processing has been completed,
a desired analysis and dimensional measurement are
executed on the measurement data of the object. Here, the
comparison measurement screen 540 for performing the pro-
file measurement is shown in F1G. 47. In FIG. 47, an angle, a
radius, a width, a height and the like are measured along the
profile line PL set on the image display region 410, and
displayed on the profile graph display region 514 and the
result display region 510. After completion of the measure-
ment desired by the user, the report is created. Here, by
pressing a “Report Creation” button 562 provided in the
lower section of the operation region 420, a report page where
measurement results are laid out altogether is automatically
created as shown in a profile measurement result report screen
564 shown in FIG. 48. At this time, also as for these analysis
and dimensional measurement, all procedures, at which posi-
tions and how and what kind of analysis and measurement,
have been executed are stored as analysis measurement
parameter data into the storage device 240 (operation 3).

When the user is not satisfied with a layout of the automati-
cally generated report, the user can freely change the layout,
add a comment or display measurement-related information.
The measurement-related information refers, for example, to
part or all of the measurement parameter data stored in the
operation 1. The report changed by the user, including con-
tents of arrangement information of where, how and what is
arranged, a comments and the like, is stored as report layout
data (operation 4).

The completed report is obtained as a final output by being
saved in a dedicated file format, printed, or the like. The
operation of finally saving the report in the file or printing is
stored as output process data (operation 5).

In the state where the report file as thus completed is open,
this report is saved as the template. For example, when a file
menu is selected from the screen of FIG. 48 and “Save As
Template” is selected, a template saving check screen 566 for
checking whether or not to execute pattern matching at the
time of executing the template is displayed as shown in FIG.
49. When the alignment image is herein set with respect to the
measurement data of the object, an image of that portion is
stored as the alignment image (operation 6).

(Alignment Image)

By registering the alignment image at the time of saving the
template as described above, at the time of applying this
template, it is possible to perform alignment through use of a
template matching image for alignment. That is, at the time of
applying the template to another measurement data, a dis-
placement in the image of the measurement data is corrected
by template matching by use of the template matching image
for alignment. Such automatic correction of the data position
can match the measurement data with completely the same
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position as at the time of creating the template, so as to allow
measurement to be performed in the same procedure as that
for the saved template.

Note that the template matching image for alignment is
arbitrarily registered. For example, in the case of constantly
arranging the object in the same position on the stage by use
of a jig or the like, the alignment operation is unnecessary,
which can eliminate the need for registering the template
matching image for alignment and the need for performing
the pattern matching operation.

(Saving of Template Data)

As described above, saving a series of operations per-
formed by the user, as to the operations of acquiring the height
image, measuring the acquired height image or the composite
image and the like, can facilitate repetition of a similar opera-
tion even on a different object, so as to seek significant labor
saving. For example, an example of creating data which col-
lectively includes the conditions and various types of data
regarding the operations 1 to 6 described above, and naming
and saving it under the name of template data will be
described based on the template saving check screen 566 of
FIG. 49. Since the operations up to this point except for the
operation 6 are completed only by performing the operations
of the normal measurement to the analysis and dimensional
measurement without making the user aware of creating the
template data, the user does not need to learn a specific
operation. Further, for example, when the operation 2 is
unnecessary out of the operations 1 to 6, it is not needed
carrying out, and when the operation 5 is not needed storing
as the template, it may be omitted. When pattern matching is
unnecessary at the time of applying the template, the opera-
tion 6 can also be omitted. As the template data, only those
stored in the operations 1 to 6 may be reproduced. A dialog for
checking whether or not to store the operations 1 to 6 may be
displayed at the time of performing each of the operations, or
all the operations may be automatically saved at the time of
operations thereof, and whether or not to select each data to be
reproduced may be made selectable at the time of storing the
data as the template.

(Sorting Out of Template Data)

It is also possible to make the conditions and parameters
which are saved in the template include not only the height
image but also an imaging condition for a two-dimensional
observation image captured by use of an optical imaging
system. It is thereby possible to capture the height image and
the observation image, and further capture the composite
image based on these images, on the same condition.

On the other hand, the conditions and parameters saved in
the template can be narrowed. For example, as for capturing
the observation image, instead of storing the focus position
and the brightness (the light amount or the exposure time of
the illumination light output section), auto focusing can be set
for focusing and the brightness can be set to be automatically
adjusted so as to acquire the observation image without sav-
ing these conditions.

(Calling of Template Data)

Next, reproduction of the measurement to the analysis and
the dimensional measurement by use of the template data will
be described. The same type of the object as the object used
for creating the template is placed on the stage 140. When the
XYZ8 stage is manually operated, the user adjusts the focus
on and the observation position and the angle of the object.
When the alignment image is stored in the operation 6 at the
time of creating the template, the observation position and the
angle may be roughly adjusted at this time. When part or all of
the XYZ0 stage is electrically operated and the position and
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the angle of the stage have been stored in the operation 1, the
user does not need to adjust the position and the angle of the
stage here.

When the object is appropriately arranged on the stage, the
template data desired to be applied is selected, and then the
measurement button is pressed. Here, as described above,
when the position and the angle of the XYZ0 stage is electri-
cally stored, the stage position is automatically reproduced.
At this time, if the alignment image has been stored in the
operation 6, the position and the angle of the X Y76 stage may
further be moved from the position and the angle stored in the
operation 1 based on that image, to finally adjust the stage so
as to have the same observation position and angle as at the
time of creating the template. When the final adjustment of
the stage is performed, completely the same state as at the
time of creating the template can be reproduced, including an
orientation of the shadow and a position of diffused reflection
which are unavoidable in the measurement using triangula-
tion, thereby allowing repetition of the measurement in more
coincident conditions. Naturally, such a final adjustment of
the stage may not be performed, but alignment may be
executed by pattern matching after acquirement of the mea-
surement data. Which operation is to be performed may be
automatically determined based on the degrees of difference
in position and posture between the template image and the
object placed on the stage, or the like, or may be made select-
able by the user.

As described above, the imaging condition of the operation
1 is reproduced and the measurement data of the object is
automatically acquired after automatic movement of the
stage in the case of the stage being the electric stage which is
electrically movable, and immediately after pressing of the
measurement button in the case of the stage being the manual
stage.

Upon completion of acquiring data, the data is automati-
cally transmitted as it is to a dedicated three-dimensional
image measurement program, and is opened thereby. When
the template is applied to automatically analyze the data, the
operation of the function guide 606 shown in FIG. 46
described above disturbs the motion, and hence it is desirably
not displayed even when an automatically displayed check-
box is checked.

When the alignment image is not registered in the opera-
tion 6 at the time of creating the template, a variety of image
processing and the analysis/dimensional measurement are
executed while the operations 2 to 5 are sequentially repro-
duced after the data is opened, and the operations up to the
report creation is automatically completed.

On the other hand, when the alignment image has been
registered, before reproduction of the operation 2, first the
registered alignment image is compared with the observation
image of the measured object, and the measurement data of
the object is moved and rotated in accordance with the posi-
tion and the angle of the alignment image, to perform align-
ment. At this time, the position information of a variety of
analyses/dimensional measurements stored not on the mea-
surement data side but in the template may be moved and
rotated in accordance with the measurement data. After align-
ment of the measurement data of the object with the align-
ment image has been completed, the variety of image pro-
cessing and the analysis/dimensional measurement are
executed while the operations 2 to 5 are sequentially repro-
duced, and the operation up to the report creation is automati-
cally completed.

Other than making the region for performing two-dimen-
sional alignment the same as the region for performing three-
dimensional alignment, those regions can be specified not as
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the same region but as different regions. For example, the
region for two-dimensional alignment may be a characteristic
area, whereas the region for three-dimensional alignment
may be a smooth plane. As described above, the two-dimen-
sional alignment is not applied as it is to the three-dimen-
sional alignment and the areas suitable for the respective
positional corrections are used, thereby allowing more pre-
cise alignment. Further, the alignment image can be automati-
cally set other than specitying a desired region by the user. For
example, the alignment image may be setas a whole image, or
a characteristic portion may be automatically extracted and
set as the alignment image.

As described above, once the user performs desired analy-
sis/dimensional measurement on a specific object, the user
can make the measurement microscope device automatically
execute the same data acquirement and analysis/dimensional
measurement on the same type of the object from the second
time on. As a result, there is no need for storing the last-time
measurement position and measurement condition by taking
note or the like by the user, and there is no influence exerted
by a storage error, variations depending on the user, and the
like, hence it is possible to repeatedly execute the simple and
stable three-dimensional measurement.

In particular, the imaging condition of the measurement
image which is required for acquiring the height image is
unique to triangulation, and for example, at the time of per-
forming striped projection based on triangulation, the light
amount greatly varies depending on the direction of the illu-
mination light. Accordingly, in the case of comparing a simi-
lar object with the object as the reference, the measurement
images vary unless those are captured on the same condition,
which makes the precise measurement difficult. Therefore,
storing the condition at the time of capturing so as to allow
calling and reproduction thereof as described above can
facilitate reproduction of acquirement of a height image of a
different object on the same condition, so as to seek labor
saving in the imaging operation as well as to improvement in
measurement accuracy.

As described above, performing the comparison measure-
ment requires not only the comparison reference image data
of the object, but also the comparison target image data.
Accordingly, in the case of reproducing the comparison mea-
surement by means of the template, the measurement data of
the comparison target image R1I itself needs to be included in
the analysis measurement parameter data which is included in
the template data. When measurement data of a non-defective
product sample or a masterpiece of the same type of the object
has been previously selected as the measurement data of the
comparison target, a comparison between the object and the
non-defective product sample or the masterpiece can be per-
formed in sequence by automatically executing image cap-
turing and a comparison measurement by means of the tem-
plate. Since this comparison is not merely a visual
comparison as a two-dimensional image, but a comparison
between three-dimensional shapes, it is possible to execute
more precise comparison measurement by making use of
height information such as determination of gentle swelling
and distortion of the flat surface portion and a missing and a
foreign matter, which are difficult to determine on the two-
dimensional image.

As described above, automatic execution of the measure-
ment to the analysis/dimensional measurement by use of the
template eliminates an error due to a manual operation to a
minimum while greatly reducing labor in the case of measur-
ing the same type of object a plurality of times, so as to allow
repeated analysis in a precise and simple manner. Particularly,
precise reproduction of the imaging condition for acquiring
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data of the object has an influence on all subsequent analyses
and dimensional measurements, and is thus highly important.
Differently from the microscope and the digital microscope
for normal two-dimensional observation and measurement,
the imaging condition of the device for measuring a three-
dimensional shape, particularly by using triangulation (hav-
ing unique measurement characteristics), such as the mea-
surement microscope device, is difficult to reproduce visually
and intuitively, and it can thus be said that, when the once set
condition can be stored as linked to data measured at that
time, it is highly useful for stable measurement of the three-
dimensional shape. Since the template data is easier to man-
age when linked to the measurement data of the original
object, for example, when the template data is saved, the
image or the measurement screen of the object may be
included as a thumbnail to a file icon displayed on the PC.
Further, part of the file name of the template data may be
automatically included with a name of the executed measure-
ment function or an abbreviated name indicating that func-
tion. In such a manner, the template data becomes more
convenient and easier to handle.

(Detail of Image Connection Mode)

Moreover, the measurement microscope device operation
program is provided with an image connection function of
connecting a plurality of images captured in different posi-
tions to generate a connected image indicating a wider con-
nected region. The image connecting unit 225 specifies a
predetermined region of the object as a connected region, and
divides this connected region into a plurality of sub regions.
With respect to the respective sub regions as thus set, height
images for connection and observation images for connection
which include a connection margin are respectively captured
by the imaging unit 100. The obtained plurality of height
images for connection and observation images for connection
are then connected, to generate a connected image showing
the connected region. It is thereby possible to connect images
with narrow visual fields which are captured with high accu-
racy, to obtain an image with a wider visual field.

The image connecting unit 225 previously specifies the
number of images for connection needed to be connected for
generating the connected image, and a size of each image for
connection. As one example, a start point and an end point of
the connected region are specified. For example, with respect
to a rectangular connected region, by taking an upper-left
apex as a starting point and a lower-right apex located on a
diagonal line as an end point, a desired region of the object
displayed on the image display region 410 is specified by use
of the pointing device such as the mouse. It goes without
saying that the number of objects is not limited to one, but the
connected region can be set so as to include a plurality of
workpieces displayed on the image display region.

Further, the method for specifying the connected region is
not limited to this method, but other methods can also be
applied as appropriate. For example, there may be used a
method of specifying the starting point of the connected
region and specifying longitudinal and lateral lengths of the
connected region with the position of the starting point taken
as a reference. The length may be specified by being selected
out of predetermined alternatives other than being inputted
with a numeric value. As still another method, there can also
be employed a method of specifying the starting point of the
connected region and how many images for connection are to
be arranged longitudinally and laterally with the position of
the starting point taken as the reference. Moreover, it is also
possible to specify the order in which the images for connec-
tion are to be captured in a state where the connected region
has been divided into a plurality of sub regions. Alternatively,
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in accordance with the set connected regions, the imaging
number and the imaging order of the images for connection
may be automatically decided, or the imaging number and the
imaging order thereof may be set as fixed values. In addition,
for facilitating connection between the images for connec-
tion, an amount of margins for overlapping can be set such
that the adjacent images for connection partially overlap with
each other. As one example, as shown in FIG. 50, a rectangu-
lar connected region is divided into nine regions, and those
regions are sequentially captured from upper left on each row
(e.g. direction from left to right on the first row). When
capturing is completed on this row, it moves to the next row
and then is performed in the opposite direction (direction
from right to left in the example of FIG. 50) to the last row. In
such a manner, the images SP for connection direction on
each row are sequentially captured. Further, a margin is arbi-
trarily adjusted by the user. In addition, the specification of
the connected region is not necessarily performed in advance.
The images can also be connected by the user capturing the
image for connection in a desired position while displaying
the image being captured. The method of capturing the image
in the desired position while freely moving the stage as
described above is referred to as dynamic image connection.

Further, before the connection, the plurality of images for
connection are preferably moved or rotated for alignment by
the alignment unit 215 so as to have the same posture. The
alignment unit 215 automatically matches the postures of the
respective images for connection by pattern matching or the
like as described above. Further, the postures of the respective
images may be manually adjusted, or may be fine-adjusted
after automatic alignment. As described above, the alignment
unit 215 can realize either automatic alignment or manual
alignment. Note that alignment can be omitted in the case of
not requiring the alignment such as the case of the images
being captured with the same posture or the case of the object
being fixed by the jig.

Moreover, at the time of capturing each image for connec-
tion, a measurement error region, where a measurement result
by at least one of the first measurement light projecting unit
and the second measurement light projecting unit is error, is
superimposed and displayed by the measurement error region
display unit 212 in a state where the height image for connec-
tion formed by projecting the measurement light in the pre-
determined pattern is displayed on the display section 400,
whereby it is possible to prompt the user to reset the measure-
ment-image imaging condition. In each connected image, the
user operates the measurement-image imaging condition set-
ting unit with respect to the height image for connection that
is displayed by the measurement error region display unit 212
when the measurement error region is generated, to adjust the
measurement-image imaging condition to a reimaging con-
dition. Since the height image for connection formed by
projecting the measurement light in the predetermined pat-
tern is an image before the height is measured, the measure-
ment error region displayed on the display section 400 at this
time is a region estimated from the acquired measurement
image. Accordingly, a plurality of images each having high
accuracy but a narrow imageable visual field are captured
while these images are connected, whereby it is possible to
obtain an image with a wide visual field and high accuracy. In
particular, by changing the imaging condition of the height
image not used as the texture image rather than the observa-
tion image used as a texture image, it is possible to avoid a
state where the appearance of the connected image changes
significantly with respect to each area, while eliminating the
measurement error region, so as to obtain a high quality
connected image.
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It can be configured that the measurement error region
display unit 212 can display an area having been insuffi-
ciently measured without measuring the height in a state
where the measurement image formed by projecting the mea-
surement light in the predetermined pattern is displayed on
the image display region 410. For example, by performing
image processing in real time, it is possible to display a
portion where the height cannot be measured well due to a
shadow, penetration, an insufficient light amount or a satu-
rated point, without measuring the height of the measurement
image. Accordingly, the user can change the imaging condi-
tion so as to measure a desired place, and then perform mea-
surement. Further, as described above, the measurement error
region display unit 212 emphasizes the measurement error
region by coloring, filling-in with black, adding hatching,
flashing or the like, to visually distinguish the region from the
other region. Further, the measurement error region can be
made invisible to make the image displayed as a partially
cracked image. Such an invisible display is included in the
distinguishing process performed by the measurement error
region display unit.

Alternatively, after the height of the height image has been
measured, it may be checked by the measurement error region
display unit 212. In this case, after the height has been mea-
sured, the area having been insufficiently measured can be
determined and displayed by the measurement error region
display unit 212, whereby the user can check the region failed
to be measured and thereafter change the imaging condition
and perform a remeasurement only when the desired region
has not been properly measured.

(Image Connection Function)

The image connection function is used for connecting
images by use of the measurement microscope device opera-
tion program. An example of the measurement microscope
device operation program provided with the image connec-
tion function is shown in an image view of F1G. 51. Ona GUI
screen of the measurement microscope device operation pro-
gram shown in this figure, a “Connection Mode” selection
field 570 is provided as one aspect of the image connection
function in the lower section of the operation region 420.
When a checkbox of the “Connection Mode” selection field
570 is checked, the image connection mode is selected, and as
described later, while the stage 140 is moved in the XY plane,
the observation image and the height image are successively
captured and generated, which can then be connected so as to
be coupled as one connected image. Further, by checking off
the checkbox of the “Connection Mode” selection field 570,
the image connection mode can be turned off.

(Manual Image Connection)

There are two methods for connecting images: a method in
which the user manually captures a variety of images for
connection and superimposes and connects these images, and
a method in which a plurality of images for connection are
automatically captured and then connected. Further, as
described above, “full-auto” and “cancel full-auto (semi-
auto)” in the simple mode and the application mode are
present as the imaging condition setting modes. Here, the
procedure for manually connecting images in the case of
selecting the full-auto mode in the simple mode will be
described based on a flowchart of FIG. 52 and GUI screens of
FIGS. 51 to 68.

(Manual Image Connection Procedure in Full-auto Mode)

First, the XY-position of the stage 140 is initialized in step
S5201. Next, the object is arranged on the stage 140 in step
S5202. Here, the stage 140 is arranged in a position such that
it can be moved in the widest range at the time of connection.
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Moreover, a display magnification in the image display
region 410 is decided in step S5203. For setting the magnifi-
cation, “High Magnification Camera” or “Low Magnification
Camera” is selected in a “Magnification Switch” field pro-
vided in the upper section of FIG. 51, and further, a desired
magnification is selected from dropdown boxes in a “Magni-
fication” field. Note that the magnification can be specified
with a numeric value or successively changed with a scroll
button of the mouse.

Then, the mode is switched to the image connection mode
in step S5204. Here, the display magnification of the obser-
vation image displayed on the image display region 410 on
the screen of FIG. 51 is set, and thereafter the checkbox in the
“Connection Mode” selection field 570 is checked. The
image connection mode is then started, and the screen is
shifted to that shown in FIG. 53. In the lower section of the
operation region 420 on this screen, a guidance showing the
image connection operation status is displayed. Here, simi-
larly to FIG. 50, a state where the connected region of the
connected image desired to be generated has been divided and
an image where the order of the image for connection to be
captured is indicated by arrows are displayed, and the posi-
tion (upper left as the first image in the example of FIG. 53) of
the image for connection intended to be currently captured is
highlighted and displayed. Thereby, the user can visually
check the position of the connected image currently intended
to be captured and the number of remaining connected
images that should be captured in the future, the current
operation status and the like. In this state, the user manually
adjusts the XY-position of the stage 140 (step S5205) to bring
it into focus (step S5206). Adjustment of the focus is per-
formed in a “Focus” field 572 provided in the upper section of
FIG. 53. In this example, by a left-double-click operation of
the mouse, auto focusing is executed with the clicked position
at the center. Note that this process can be omitted in the case
of automatically executing auto focusing. Further, in the full-
auto mode, the image displayed on the image display region
410 cannot be switched, but is fixed to the display of the
observation image SO as the image SP for connection.
Accordingly, the stage position and the focus are all adjusted
using the observation image.

When the stage position and the focus are decided in such
a manner, capturing is performed in step S5207. Here, by
pressing the “Measurement” button 430 on the screen of F1G.
53, the observation image is captured, the height image is
acquired, and further the composite image ST formed by
combining the height image and the observation image as the
texture image is generated. Here, as shown in FIG. 54, the
composite image ST as the image SP for connection is dis-
played on the image display region 410, and the “3D” button
455 of the image display switching unit 454 provided in the
operation region 420 is selected. When a “Texture” button
456 is pressed in this state, the screen is switched to that
shown in FIG. 55, and the observation image is displayed on
the image display region 410. Similarly, when a “Height”
button 457 is pressed in the image display switching unit 454,
the display of the image display region 410 is switched to a
contour-like display of the height image SH, as shown in FIG.
56. As described above, the user checks each image obtained
by the image display switching unit 454 as necessary, to
check that the image for connection has been obtained (step
S5208). When there is no problem with the obtained image, a
“Register” button 573 provided in the lower section of the
operation region 420 is pressed to save the obtained image for
connection. When there is a problem, the process returns to
step S5207, to redo capturing. Here, when a “Remeasure-
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ment” button 574 is pressed, saving of the image is canceled,
and the screen returns to the image capturing screen.

When there is no problem in step S5208, the process pro-
ceeds to step S5209, where it is determined whether or not all
the number of images for connection required for generation
of the connected image have been acquired, and when they
have not been acquired yet, the process returns to step S5205,
where the XY-position of the stage 140 is adjusted for obtain-
ing the next image for connection. Here, the screen is
switched to that shown in FIG. 57, and the user is prompted to
move the stage 140 as preparation for acquiring a second
image for connection. In the middle section of the operation
region 420, the observation image of the captured first image
for connectionis displayed and the position of the observation
image currently on display is displayed by a red frame. Fur-
ther, in the image display region 410, the observation image
of'the captured first image for connection is displayed, and the
current observation image is superimposed and displayed
thereon. At this time, a transmittance of either image is pref-
erably changed in order to check how the image is superim-
posed. In this example, the captured image for connection is
translucently displayed. In this state, the user manually oper-
ates the stage 140, and performs alignment while referencing
to the image display region 410 such that the image continues
to the captured image for connection at a boundary portion
(FIG. 58). Then, as shown in FIG. 59, the position of the stage
140 is adjusted such that the captured image for connection
and the image under adjustment are continued at the bound-
ary portion while a margin is taken such that those images
partially overlap (step S5206), and the “Measurement” button
430 is pressed to execute capturing (step S5207).

Then, in step S5208, the obtained image is checked again,
and when there is no problem, the process proceeds to step
85209, where it is again determined whether or not all the
required images for connection have been captured. Here, as
on a connection preview screen 576 as shown in FIG. 60, the
obtained images for connection are superimposed, and dis-
played in a virtually connected state. In the case of continuing
the measurement, a “Continue Measurement” button 577 is
pressed, to proceed to an imaging screen for the next image
for connection (step S5205). On the other hand, in the case of
stopping acquiring the image for connection and performing
image connection, an “Execute Connection” button 578 is
pressed (step S5210).

As described above, the images for connection are sequen-
tially captured. As one example of an intermediate process,
FIG. 61 shows a state where the fourth image for connection
is captured. When capturing of all the images for connection
is completed in such a manner, the process proceeds from step
S5209 to step S5210, and an operation for connecting the
images for connection is performed. Here, the “Execute Con-
nection” button 578 is pressed on the connection preview
screen 576 shown in FIG. 62 where capturing of the ninth
image for connection has been completed.

Next, in step S5211, the position adjustment is automati-
cally or manually performed on the images for connection, to
execute connection. Here, an arbitrary image for connection
is selected from a connection check screen 580 of FIG. 63, to
manually adjust its position. Here, the position of the selected
image for connection is fine-adjusted using an arrow button
581 provided in the operation region 420. Further, the posi-
tion may be adjusted by directly dragging with the mouse on
the image display region 410. Further, when an “Automatic
Position Adjustment” button 582 provided in the upper sec-
tion of the operation region 420 is pressed, the position of the
image for connection is automatically adjusted by image
processing. FIG. 64 shows a result of executing the automatic
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position adjustment function. The position adjustment opera-
tions up to this point are all performed using the observation
image. In other words, only adjustment within the plane in the
XY-directions is performed, and alignment in the height
direction is not performed.

When the position adjustment is completed as described
above, the “Execute Connection” button 578 is pressed and
one connected image connecting the images for connection is
generated. That is, connection of the observation images in
the XY-plane and connection of the height images or the
composite images in the XY-plane and the height direction
(Z-axis direction) are performed. Consequently, in an
example of a connection result check screen 584 shown in
FIG. 65, the obtained connected image SC is displayed on the
image display region 410. Further, an image switching icon
585 provided in the toolbar is selected, thereby allowing
switching of the display of the observation image SO shown
in FIG. 65 to the display of the height image SH shown in FIG.
66.

Then, in step S5212, the connected image SC may be saved
as necessary. Here, a “Save Connection Result” button 586 is
pressed from the screens of FIG. 65, 66 or the like, to save a
data file of the connected image SC into the storage device
240 such as a hard disk. Then, in step S5213, measurement is
performed on the connected image SC as necessary. Here,
when the “Save Connection Result” button 586 is pressed to
save the connected image SC, a confirmation dialog 587 is
automatically displayed and a selection is prompted by being
asked, “Is saved connection result opened by analysis appli-
cation?” or the like, as shown in FIG. 67. When “Yes” is
selected on this screen, the three-dimensional image mea-
surement program is activated as the analysis application,
while the saved connected image data is automatically read,
to allow the measurement operation to be performed on the
connected image SC. A report can also be created regarding
such a generation operation for the connected image SC as
shown on the profile measurement result report screen 564 of
FIG. 68. The connected image SC is displayed on the created
report RT. Further, a series of operations for the image con-
nection can be saved as the template. As described above, a
connected image larger than the imageable visual field can be
generated with high accuracy.

(Image Connection Operation in Semi-auto, Application
Mode)

In the above example, the procedure for the image connec-
tion operation in the full-auto mode has been described. Inthe
present embodiment, however, the operation can be executed
in the full-auto canceled (semi-auto) mode in the simple
mode other than the full-auto mode, and can also be executed
in the application mode. This state will be described based on
a flowchart of FIG. 69 and GUI screen examples of FIGS. 70
to 74. Note that a detailed description of a similar operation to
that for the foregoing full-auto image connection will be
omitted. First, the XY-position of the stage 140 is initialized
in step S6901, and next, the object is arranged on the stage 140
in step S6902. Subsequently, in S6903, the display magnifi-
cation in the image display region 410 is decided. The proce-
dure up to this point is the same as the example of the fore-
going full-auto mode.

Then, the mode is switched to the image connection mode
in step S6904. Similarly to the modes other than the full-auto
mode, when the checkbox in the “Connection Mode” selec-
tion field 570 is checked, the image connection mode is
started. Also similarly to the above, a guidance showing the
image connection operation status is displayed on the lower
section of the operation region 420. In this state, the XY-
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position of the stage 140 is manually adjusted (step S6905) to
bring it into focus (step S6906).

Moreover, in step S6907, it can be determined whether or
not to set the measurement-image imaging condition. In the
case of not setting the condition, the process jumps to step
S699, and in the case of setting the condition, the process
proceeds to step S698, where the measurement-image imag-
ing condition is set on the measurement-image imaging con-
dition setting screen 441 shown in FIGS. 70 and 72. Here, in
the case of the semi-auto mode, the brightness of the mea-
surement image SM can be adjusted as one of the measure-
ment-image imaging conditions. In the example of the mea-
surement-image imaging condition setting screen 441 shown
in FIG. 70, the brightness of the measurement image SM can
be adjusted by adjusting a slide bar in the “Measurement
Brightness Adjustment” field 440. For adjusting the bright-
ness, adjustment of the exposure time or the light amount of
the measurement light projecting unit, and the like can be
employed. It should be noted that in the semi-auto mode, by
switching between the “Observation Image” button 427 and
the “Measurement Image” button 428 as the image switching
unit, the image displayed on the image display region 410 can
be switched between the observation image SO and the mea-
surement image SM. However, regarding the observation
image SO, the observation-image imaging condition cannot
be adjusted as shown in FIG. 71.

On the other hand, in the application mode, on top of the
brightness of the measurement image, a larger number of
measurement-image imaging parameters can be adjusted. As
one example, as shown in the operation region 420 on the
right side of the measurement-image imaging condition set-
ting screen 441 of FIG. 72, the measurement mode can be
changed in the “Measurement Mode” selection field 472, an
e-preview in each measurement mode is performed, or the
measurement direction of the measurement light can be
changed from the “Measurement Direction” selection field
470. For example, when the “e-Preview” button 471 is
pressed, the e-preview is executed to switch the screen to an
e-preview screen 473 of FIG. 73, and the measurement image
SM in accordance with the measurement mode is simply
displayed as in FIG. 24 and the like. When any measurement
mode is selected by a radio button in an e-preview measure-
ment mode selection field 477 provided in the e-preview
setting field 474, an e-preview image corresponding to the
selected measurement mode is displayed in a green frame in
the image display region 410, to show the correspondence.
Further, the type of the measurement mode is displayed in a
text in the lower right of each e-preview image.

Further, on the measurement-image imaging condition set-
ting screen 441 of FIG. 72, the adjustment of the brightness of
the measurement image SM can also be switched between
manual adjustment and automatic adjustment. In addition, the
display or non-display of the measurement error region in the
image display region 410 can be switched by turning-on/off
of'a “Missing Point/Saturated Point Display” field 588 as one
aspect of the measurement error region display unit 212.

Further, in the application mode, the imaging condition for
the observation image can also be changed as well as that for
the measurement image. Specifically, as shown in FIG. 74,
when the button is switched from the “Measurement Image”
button 428 to the “Observation Image” button 427, a variety
of buttons are displayed on the operation region 420 difter-
ently from FIGS. 53 and 71. In this example, an “Image
Improvement” button 481, a texture image selection unit 460,
and the like are displayed. In the texture image selection unit
460, a normal image, an HDR image or a focus stacking
image is selected from the “Texture Image Selection” field as
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the texture image to be pasted at the time of generating the
composite image ST. As described above, when the “Image
Improvement” button 481 is pressed, the image improvement
panel 480 as shown in FIG. 14 is displayed, where an edge
emphasis, an offset, a gamma correction, a white balance and
the like can be adjusted. In such a manner, a variety of filters
such as gamma correction and edge emphasis can be used as
parameters for image improvement, namely, image quality
improvement.

When such a measurement-image imaging condition is set
as described above, the process proceeds to step S699, to
execute capturing. Here, by pressing the “Measurement” but-
ton 430 on the measurement-image imaging condition setting
screen 441 of FIG. 70, 72 or the like, the observation image
and the measurement image are captured, the height image is
generated, and further the composite image ST formed by
combining the height image and the observation image as the
texture image is generated. Hereinafter, since the composite
image ST is displayed on the image display region 410 as in
the full-auto mode, the user checks that the image for con-
nection has been properly obtained (step S6910), and saves
the image for connection when there is no problem with the
obtained image, or returns the process to step S6907 to redo
capturing when there is a problem. When there is no problem
in step S6910, the process proceeds to step S6911, where it is
determined whether or not all the images for connection
which are required for generation of the connected image
have been acquired, and when they have not, the process
returns to step S6905, to repeat the above operation. When all
the images for connection have been acquired, the process
proceeds to step S6912, to perform the operation for connect-
ing the images for connection. Next, in step S6913, the posi-
tion adjustment is automatically or manually performed on
the images for connection, to execute connection. The con-
nected image is then saved as necessary in step S6914, and the
connected image is measured as necessary in step S6915. As
described above, the connected image is generated while the
measurement-image imaging condition is adjusted as neces-
sary.

Note that part of the processes in the above-described
procedure can be omitted or replaced as necessary. For
example, the initialization of the stage position may be omit-
ted. Further, the magnification may be decided after turning-
on of the image connection mode, or after the adjustment of
the XY-position, or after the focus adjustment.

(Automatic Image Connection)

In the above, there has been described the procedure for
manually capturing a plurality of images for connection and
connecting the images. On the other hand, in the present
invention, it is possible to automatically capture a plurality of
images for connection and connect the images. In this case,
the stage 140 is made movable not manually but automati-
cally, and the moving operation for the stage 140 is also
automated. Hereinafter, the procedure for automatically per-
forming the image connection will be described based on a
flowchart of FIG. 75 and GUI screens of FIGS. 76 to 83. Note
that a detailed description of a similar operation to that for the
foregoing manual image connection will be omitted. Further,
similarly to the manual image connection, the automatic
image connection can be executed in any of the full-auto
mode, the semi-auto mode and the application mode, but the
application mode will be described.

First, a position of an electric XY stage is initialized in step
S7501. Next, the object is placed on the stage in step S7502.
Further, a display magnification is decided in step S7503.
Moreover, a focus is adjusted in step S7504.
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The automatic image connection mode is then started in
step S7505. Here, as shown in FIG. 76, when the checkbox in
the “Connection Mode” selection field 570 is checked in the
lower section of the operation region 420 in the application
mode, the image connection mode is started. Then, an auto-
matic connection setting screen 591 for setting the automatic
image connection, shown in FIG. 77, is opened. In the auto-
matic connection setting screen 591, a connected region for
performing the automatic image connection is specified (step
S7506). In the example of FIG. 77, a wide-range image dis-
play field 592 is provided in the middle section of the opera-
tion region 420, and the connected image desired to be gen-
erated can be reduced and displayed. A wide-range image is
acquired by switching the camera to a low magnification
camera in a “Magnification Switch” field 593, and capturing
the observation image with a low magnification. Further, a
wide-range image with a different visual field can further be
acquired by pressing a “Capture Wider Visual Field” button
594.

Moreover, when a “Specify Connected Region” button 595
is pressed, a connected region specification screen 596 of
FIG. 78 is displayed. On the connected region specification
screen 596, the connected region is specified on the observa-
tion image displayed on the image display region 410. This
example shows a state where a setting has been made so as to
capture a total of four (2x2) images for connection.

Moreover, when a “Specify Connected Region” button 595
is pressed, a connected region specification screen 596 of
FIG. 78 is displayed. On the connected region specification
screen 596, the connected region is specified on the observa-
tion image displayed on the image display region 410. This
example shows a state where a setting has been made so as to
capture a total of four (2x2) images for connection.

Further, a stage set field 597 for setting a stage motion is
provided in the lower section of the operation region 420 on
the automatic connection setting screen 591. In the stage set
field 597, a button provided in a “Stage Operation” field 598
on the left side is operated, thereby allowing movement of the
stage in the XY-directions. Further, in a “Stage Position” field
599 on the right side, an XY-coordinate of the stage is dis-
played, and when a numeric value is directly inputted in this
field, the stage can be moved to a specified coordinate posi-
tion. Moreover, from a “Speed” field 600, a movement speed
of the stage can be switched to standard or high-speed.

A connected region specifying method is selected from the
automatic connection setting screen 591 of FIG. 77. Firstin a
“Region Specitying Method” field 601, it is selected whether
to “Specify from Navigation Display” or “Specify from Stage
Position” by means of the radio button. Here, “Specify from
Stage Position” is selected. Thereby, the connected region is
set with the position of the stage taken as a reference.

Next, in a “Connected Region Specifying Method” field
602, any of “Starting Point and End Point”, “Starting Point
and Length”, “Starting Point and Number of Images” is
selected. As shown in FIG. 77, when “Starting Point and End
Point” is selected in the “Connected Region Specifying
Method” field 602, positions corresponding to the starting
point and the end point in the connected region are respec-
tively specified. Above, below, right and left of the connected
region are defined by respectively specifying apex positions
of respective sides from an “Set Upper End” button, a “Set
Lower End” button, a “Set Right End” button and a “Set Left
End” button. Further, based on the current setting contents,
coordinate positions of the starting point and the end point
and the required number of images for connection are dis-
played on a “Current Setting” field 603. Moreover, a region
for a first image for connection based on the current setting is
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displayed in a frame form in a state where the target con-
nected image is displayed on the wide-range image display
field 592. The user can set the connected region while refer-
ring to the size of the frame form in the wide-range image
display field 592.

When “Starting Point and Length” is selected in the “Con-
nected Region Specitying Method” field 602, the starting
point and the lengths of the longitudinal and lateral sides of
the rectangular connected region are specified. Here, in FIG.
79, the apex position in the upper left of the connected region
is specified by the “Set Upper End” button and the “Set Left
End” button, while the lengths in the longitudinal and lateral
directions are respectively specified with numeric values.
Further, similarly to FIG. 77, the image and setting contents
of'the connected region as thus specified are displayed on the
wide-range image display field 592 and the “Current Setting”
field 603, and when the contents are changed, they are
reflected in real time in the setting after the change.

Further, when “Starting Point and Number of Images” is
selected in the “Connected Region Specifying Method” field
602, the starting point and the number of images for connec-
tion are specified, the images being to be longitudinally and
laterally arranged with the starting point taken as the refer-
ence. Here, in FIG. 80, the apex position in the upper left of
the connected region is specified by the “Set Upper End”
button and the “Set Left End” button, while the number of
images for connection in the longitudinal and lateral direc-
tions are respectively specified by numeric values. Further,
similarly to FIG. 77 and the like, the image and setting con-
tents of the connected region as thus specified are displayed
on the wide-range image display field 592 and the “Current
Setting” field 603, and they are reflected in real time.

When specification of the connected region is completed as
described above, a “Complete Setting” button 604 provided
in the lower section of the operation region 420 in FIG. 77 or
the like is pressed (step S7507). Next, the measurement mode
is decided in step S7508. The measurement mode includes the
standard measurement mode, the fine measurement mode, the
halation removal measurement mode, the superfine measure-
ment mode and the like as described above, and the user is
made to select any of the measurement modes. Further, a
default measurement mode can be previously specified, and
in this case, this step can be omitted. Subsequently, the user is
made to select whether or not to set the measurement-image
imaging condition in step S7509, and the process is jumped to
step S7511 in the case of not setting the condition, and pro-
ceeds to step S7510 in the case of setting the measurement-
image imaging condition. As for a detail thereof, a similar
method to that in step S698 of FIG. 69 described above canbe
used. Then, the user is made to instruct capturing of the image
for connection in step S7511. Subsequently, the focus is
adjusted by auto focusing in step S7512, and then capturing is
executed. Next, in step S7513, it is determined on the mea-
surement microscope device operation program side whether
or not capturing of all the images for connection has been
completed. When itis completed, the process proceeds to step
S7515. When it is not completed, the process proceeds to step
S7514, where the stage is automatically moved to an imaging
position for capturing the next image for connection, and the
process returns to step S7512, where capturing of the image
for connection is repeated.

Then, when capturing of all the images for connection is
completed, the process proceeds from step S7513 to step
S7515, and a connection result is displayed. FIG. 81 shows an
example of a connection result check screen 584. FIG. 81
displays the observation image SO, and similarly to FIG. 65
and the like, the display can be switched to the height image
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SH as shown in FIG. 82 by selecting the image switching icon
585 in the toolbar. Then, in step S75186, it is checked whether
or not the image for connection has been properly obtained,
and when it is not obtained, the process jumps to step S7517,
where a remeasurement region is set.
(Recovery Mode)
(Remeasurement Region Setting Unit 226)

It can be considered that acquirement of the height image
of'the image for connection may partially fail in the automatic
image connection. In this case, there is provided a recovery
mode for changing the measurement-image imaging condi-
tion to perform recapturing on all or part of capturing of the
images for connection failed to be captured. The recovery
mode is executed by the remeasurement region setting unit
226. Further, in the measurement microscope device opera-
tion program, as one aspect of the remeasurement region
setting unit 226, a remeasurement region setting function is
realized on a measurement result check screen shown in FIG.
81. In this example, a measurement error region AA where the
height image could not be properly acquired is superimposed
on the observation image and indicated in red by the mea-
surement error region display unit 212, and the state of the
object being partially missing can be checked. When a “Set
Remeasurement” button 605 provided in the middle section
of the operation region 420 is pressed on this screen, the
recovery mode is turned on, and the connected region speci-
fication screen 596 is displayed as shown in FIG. 83. On the
connected region specification screen 596, the measurement
error region is automatically detected, while a remeasurement
region for capturing an additional image for connection
including this measurement error region is automatically
computed, which is superimposed and displayed on the dis-
play region. In this example, the remeasurement region is
surrounded in a frame shape, while being hatched so as to be
highlighted. Further, when the remeasurement region cannot
be covered by one imaging operation, it is captured a plurality
of times, and then connected. In the example of FIG. 83, itis
displayed in the frame form that two additional images for
connection are to be captured. Further, the remeasurement
region setting function is also provided with a guidance func-
tion for explaining the user about the recovery mode being on
and an operation needed to be performed. In this example, the
following message is displayed: “Method for specifying
region of last-time failure (recovery mode). Region failed to
be measured last time can be recaptured. Region hatched in
yellow by left-clicking or left-dragging is specified as retry
region. When specifying region, press next button.” In accor-
dance with the message, the user adjusts the size and the
position of the remeasurement region as necessary, and there-
after, when the user presses a “Next” button, the stage is
moved to the specified position (step S7514), and an addi-
tional image for connection is recaptured (steps S7512 to
7513). At this time, as necessary, the measurement-image
imaging condition setting screen 441 is displayed, where the
condition can be adjusted to the reimaging condition for
reducing the measurement error region. Similarly to the
above, when all the additional images for connection are
captured, the process proceeds to step S7515 to display a
connection result, and it is checked whether or not the image
for connection has been properly obtained in step S7516.
When it has not been properly obtained, the process again
returns to step S7517, to execute the recovery mode. On the
other hand, when all the images for connection have been
properly acquired, the process proceeds to step S7518, and
the operation for connecting the images for connection is
performed. Further, in step S7519, the position of the image
for connection is automatically or manually adjusted, to
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execute connection. The connected image is saved as neces-
sary in step S7520, and the connected image is measured as
necessary in step S7521. As described above, the connected
image can be automatically generated.

A measurement microscope device, an image generating
method, a measurement microscope device operation pro-
gram, and a computer-readable recording medium according
to the present invention can be preferably applied to an
inspection device and a digitizer which use the triangulation
principle.

What is claimed is:

1. A measurement microscope device comprising:

a first measurement light projecting unit configured to irra-
diate an object with first measurement light from a first
direction, the unit being a measurement light projecting
unit for projecting measurement light as predetermined
pattern structured illumination to the object from an
oblique direction;

an observation illumination light source for generating
illumination light when capturing an observation image;

an imaging unit for acquiring measurement light projected
by the first measurement light projecting unit and
reflected by the object to capture a plurality of striped
images, and using the observation illumination light
source to capture an observation image having texture
information;

a height image acquiring unit for acquiring a height image
having height information based on the plurality of
striped images;

a stage on which the object is placed;

a display unit for displaying the height image or the obser-
vation image;

a measurement unit for performing measurement on the
height image displayed on the display unit;

an image connecting unit configured to, by moving the
stage and capturing a different region including a con-
nection margin by the imaging unit, acquire a plurality
of height images for connection and observation images
for connection, and connect the obtained plurality of
height images for connection and observation images
for connection to generate a connected image;

a measurement error region display unit configured to
superimpose and display a measurement error region,
where a result of measurement of the height is error, on
an image of the object corresponding to each region to be
connected by the image connecting unit; and

a measurement-image imaging condition setting unit for
adjusting an imaging condition for a striped image
required for generation of the height image to reduce the
measurement error region in a state where the measure-
ment error region is displayed.

2. The measurement microscope device according to claim

1, wherein

the connected image or the image for connection is a three-
dimensional composite image formed by combining an
observation image captured using the observation illu-
mination light source and a height image captured using
the measurement light projecting unit.

3. The measurement microscope device according to claim

1, wherein

the image connecting unit specifies a predetermined region
of the object as a connected region to divide the con-
nected region into a plurality of sub regions, while
respectively capturing by the imaging unit a height
image for connection and an observation image for con-
nection including the connection margin with respect to
each of the sub regions, and connects the obtained plu-
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rality of height images for connection and observation
images for connection, to generate a connected image
showing the connected region.

4. The measurement microscope device according to claim
1, further comprising:

a second measurement light projecting unit, as the mea-
surement light projecting unit, configured to irradiate
the object with second measurement light from a second
direction different from the first direction, wherein

the imaging conditions set by the measurement-image
imaging condition setting unit include a measurement
direction indicating a direction of the measurement light
and brightness of a measurement image.

5. The measurement microscope device according to claim

4, wherein

the measurement error region display unit is configured to
superimpose and display a measurement error region,
where a result of measurement of the height by at least
one of the first measurement light projecting unit and the
second measurement light projecting unit is error in a
state where the height image for connection formed by
projecting the measurement light in the predetermined
pattern is displayed on the display unit.

6. The measurement microscope device according to claim

1, wherein the imaging conditions for the plurality of obser-
vation images for connection are held uniform.

7. The measurement microscope device according to claim
1, wherein the stage is configured to be manually movable.

8. The measurement microscope device according to claim
1, further comprising a stage driving unit for automatically
driving the stage.

9. The measurement microscope device according to claim
8, wherein

an automatic image connection mode is executable in
which the image connecting unit moves the stage by the
stage driving unit, and automatically captures a plurality
of'height images for connection and observation images
for connection, to generate a connected image.

10. The measurement microscope device according to

claim 9, wherein

when the measurement error region is included in any of
the images for connection captured in the automatic
image connection mode, a recovery mode for changing
the measurement-image imaging condition and recap-
turing all or part of the images for connection is execut-
able.

11. The measurement microscope device according to
claim 3, wherein the image connecting unit is configured to
specify a starting point and an end point of the connected
region in order to divide the connected region into a plurality
of sub regions.

12. The measurement microscope device according to
claim 3, wherein the image connecting unit is configured to
specify a starting point of the connected region and a longi-
tudinal length and a lateral length of the connected region in
order to divide the connected region into a plurality of sub
regions.

13. The measurement microscope device according to
claim 1, wherein the image connecting unit is configured to
specify a starting point of the connected region and the num-
bers of observation images for connection and height images
for connection in order to divide the connected region into a
plurality of sub regions.

14. The measurement microscope device according to
claim 1, wherein the measurement error region display unit is
configured to display an area with insufficient measurement
light without measuring the height in a state where the mea-

10

20

25

30

35

40

45

50

55

60

65

78

surement image formed by projecting the measurement light
in the predetermined pattern is displayed on the display unit.

15. The measurement microscope device according to

claim 1, wherein the measurement error region display unit is
configured to distinguish and display an area with insufficient
measurement light by implementing measurement on the
height in a state where the measurement image formed by
projecting the measurement light in the predetermined pat-
tern is displayed on the display unit.

16. The measurement microscope device according to

claim 1, wherein

the measurement-image imaging condition is adjusted in a
state where the measurement error region is displayed
by the measurement error region display unit on the
observation image or the measurement image displayed
on the display unit, and

in a state where a height image acquired on the adjusted
measurement-image imaging condition is further dis-
played on the display unit, the measurement error region
is displayed by the measurement error region display
unit on the height image, and the measurement-image
imaging condition is readjusted, to generate the height
image again.

17. An image generating method using a measurement

microscope device which includes

a first measurement light projecting unit configured to irra-
diate an object with first measurement light from a first
direction, the unit being a measurement light projecting
unit for projecting measurement light as predetermined
pattern structured illumination to the object from an
oblique direction,

an observation illumination light source for generating
illumination light when capturing an observation image,

an imaging unit for acquiring measurement light projected
by the first measurement light projecting unit and
reflected by the object to capture a plurality of striped
images, and using the observation illumination light
source to capture an observation image having texture
information,

a height image acquiring unit for acquiring a height image
having height information based on the plurality of
striped images,

a stage on which the object is placed,

a display unit for displaying the height image or the obser-
vation image, and

a measurement unit for performing measurement on the
height image displayed on the display unit,

the method comprising the steps of:

moving the stage and capturing a different region including
a connection margin by the imaging unit to acquire a
height image for connection and an observation image
for connection;

superimposing and displaying a measurement error region,
where a result of measurement of the height is error, on
an image of the object corresponding to each region for
connecting the height images for connection to one
another;

prompting, as necessary, adjustment of an imaging condi-
tion to an imaging condition that reduces the measure-
ment error region in a state where the measurement error
region is displayed;

acquiring a height image for connection and an observation
image for connection on the set imaging condition; and

connecting the obtained plurality of height images for con-
nection and observation images for connection to gen-
erate a connected image.
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18. A non-transitory computer readable medium that stores
a program for a measurement microscope device which
includes

a first measurement light projecting unit configured to irra-
diate an object with first measurement light from a first
direction, the unit being a measurement light projecting
unit for projecting measurement light as predetermined
pattern structured illumination to the object from an
oblique direction,

an observation illumination light source for generating
illumination light when capturing an observation image,

an imaging unit for acquiring measurement light projected
by the first measurement light projecting unit and
reflected by the object to capture a plurality of striped
images, and using the observation illumination light
source to capture an observation image having texture
information,

a height image acquiring unit for acquiring a height image
having height information based on the plurality of
striped images, and

a stage on which the object is placed, wherein

when executed, the program performs:

a display function for displaying the height image or the
observation image;
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a measurement function for performing measurement on
the height image displayed by the display function;

an image connection function of moving the stage and
capturing a different region including a connection mar-
gin by the imaging unit to acquire a height image for
connection and an observation image for connection,
and connecting the obtained plurality of height images
for connection and observation images for connection to
generate a connected image;

a measurement error region display function of superim-
posing and displaying a measurement error region,
where a result of measurement of the height is error, on
an image of the object corresponding to each region for
connecting the height images for connection to one
another; and

a function of prompting, as necessary, adjustment of an
imaging condition to an imaging condition that reduces
the measurement error region in a state where the mea-
surement error region is displayed by the measurement
error region display function.
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